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Abstract

This dissertation investigates the structure and intéapos of noun phrases in Thai and
other classifier languages, focusing particular attentionwhether Thai contains the same articu-
lated functional architecture as languages with articlesrgue that while bare nouns in Thai do
not project DP, noun phrases which include classifiers da tlaat this DP functions as a phase for
cyclic spell-out. It is argued that Thai DPs involve the ghtory movement of the NP, accounting
for their noun-initial word order.

A uniform analysis of clausal modification within the nourrgde is provided, driven by an
analysis of the particléhii as a complementizer that derives properties from clauséstive use of
thii in relative clauses being one instance of this use. The sisaly Thai bare nouns as NPs ahi
as a relative complementizer are reconciled with a heademewnt analysis of Thai relative clauses,
motivated by empirical considerations. Under this analysoun-complement clauses are analyzed
as modifiers, on par with relative clauses. The propertyraipe analysis othii is suggested to
extend to its occurrence in clefts and infinitival clausesah.

A further construction is investigated in which modifiersrai combine directly with nouns,
but instead follow classifiers, resulting in a definite iptetation. This construction provides ev-
idence for a null determiner in Thai, which is argued to takadifiers as complements, either as
CPs or as small clauses. The general prohibition againstdassifiers in Thai, alleviated by the
presence of modifiers following classifiers, is argued ttmflfrom a structural economy constraint

which prefers definite bare nouns to definite bare classifieisargued that this constraint can also
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provide a principled account for which classifier languadesnd do not allow bare classifiers to
occur with nouns.

The ability of quantifiers and their accompanying classfierappear discontinuously from
their associated noun, or quantifier float, is the final mappic of this dissertation. Scope facts
lend themselves to an analysis of quantifier float as a byptasfuQuantifier Raising, the normal
movement of quantificational noun phrases to their scopgi@osThus, quantifier float is analyzed
as movement of the entire DP, with the quantifier and nounroioguin different positions due to the
conflicting semantic transparency requirements. A geizetan about the availability of quantifier
float in classifier languages is presented: only languag&gioh quantifiers follow nouns allow
rightward quantifier float. In light of the proposed analysigs generalization provides evidence

that DP is a phase even in languages that lack articles.
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Chapter 1

Introduction

The noun phrase structure of languages that lack definitinde€inite articles, such as Thai,
has received considerable attention in the formal liteeatn the past ten or so years. Two par-
allel trends in gave rise to this interest. The first is theversalist thrust of generative grammar,
which has pushed researchers to search for creative wagsdaorat for linguistic variation within
a restricted theory of linguistic structure.

The second trend is the rise of functional categorigbney (1987 provided what is often
seen as the first detailed argument for functional strudtutiee nominal domain. Abney'’s proposal
focused on the existence of a single projection above ndahesDP, and the inflectional nature
of articles and possessive constructions in many languégedenizens of DFStowell (1991,
Szabolcsi(1994), and others provided further arguments for the existeficuch a category and
how it might be interpreted.

The prevalence of languages that lack article systems ldasola lively debate about the
universality of the DP projection. In the universalist caang those who maintain that all functional
categories occur in every language, and thus that argutmenta phrases universally include a DP,

often headed by a phonologically null articBgrer 2005 Longobardi 19942005. Linguists on
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the other side, who might be labeled variationists, poird ttumber of systematic differences that
exist between languages with and without articles, argtiag) these differences can be made to
follow from the absence of a DP projectioBdSkovic 2008 Chierchia 1998 Dayal 2004 Fukui
and Takano 2000

This dissertation maintains an obvious middle groundpfuihg the analyses of Thai noun
phrases irPiriyawiboon (2010 and Mandarin Chinese iMang (2000. The idea is that bare NPs
are available as nominal arguments, as claimed by the iauistt camp. However, when nouns do
project higher structure, they project all the way to DP, asildl be expected by the universalist
camp. Building on the insights dfrifka (1995 and Chierchia(1998 about kind-reference in
classifier languages, | adopt a semantic analysis of noumkanas kinds. This analysis accounts
straightforwardly for the ability of nouns in Thai to occus aominal arguments in a type-driven
semantics, as well as for their scopelessness. Howevelyitw does not preclude the claim that
NPs sometimes do project higher functional structure, kvhiemit to classifier phrases and DPs.
This structure is sometimes necessary because of the semeaftiencies of kinds. | focus on the
semantic requirements of counting, deixis, and quantifinatio make this point. | also argue in
chapter5 that Thai does possess a null D, the protagonist of the wg@list approach. However,
| argue that this null D, interpreted as a choice functiomneod occur with bare nouns, and its
distribution is restricted because it is in competitionhAdare nouns. This analysis thus differs from
the analysis o€heng and Sybesn{a999, who argue that the functional structure itself variesl an
that in classifier languages the classifier functions as @ ddrarticle.

While the interplay between NP and DP is the unifying themthisf dissertation, the topics
covered within are more varied. Thai clause structure isigradred, as it is the focus of chapter
2 and plays a central role in chapt®m’s well. The purpose of discussing Thai clause structure is
both to provide a reference for those interested in Thai gramas well as providing a reference

point for the rest of the dissertation. A major theme of thesdrtation is relative clauses, which |
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argue can be derived by head-raising in Thai, Kdgne (1994, both for bare NPs (chaptd) and
and DPs (chaptés). | also present a detailed investigation of noun-complanciauses in chapter
4, while classifiers themselves are a major focus of chaptard chapteb. Chapter6 is notably
different from the rest of the dissertation, as it focusegjoantifier float, and does not address the
internal structure of noun phrases. However, | present argépation in that chapter which | take
to be evidence DPs in classifier languages are phases. Tbtusérof this work is largely modular;
each chapter can be read as an independent entity.

While the major focus of this dissertation is Thai, data frotimer languages are presented at
several points, and a number of generalizations or obsemgabout crosslinguistic variation are
presented. Chaptedsand5 both discuss Mandarin Chinese in some detail, in both caggsding
the structure of relative clauses, though | also postulateection5.4.3that Mandarin may have
a null D in some cases as well. | also sketch an account of theslanguistic availability of bare
classifiers and bare nouns in chagidrased on notions of structural economy. In addition, chrapte
6 presents a generalization about the availability of qéianfloat in classifier languages and relates

it to the proposed analysis for Thai.

1.1 Thai Basics

Thai is ansubject-verb-objec(SVO) language characterized by analytic morphologydrigi
word order, and a rich set of functional words which mark tregmatical properties of phrases and
clauses. Thai is a right-branching or head-initial langubgsed on the more reliable typological
diagnostics: auxiliary verbs generally precede verbspsitipns precede nouns, nouns precede
relative clauses, and complementizers precede clausksf tAkse properties are illustrated in the

following example:
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@ [np dek [cpthii chalaaf] khuan cA  phiut [cpwaa [npygoon  khdony chan]
children RELsmart shouldPrROSPSsay COMP moneyPOSs 1sG
juu [ppbonté? ]
LOC on table

‘Children that are smart should say that the money was orsatile.t
Some additional aspects of Thai word order seem to indicatedhheadedness; some markers of
aspect and modality follow the verb, for example, and nuilegdassifiers, and demonstratives
follow the head noun. Followingisonyanggoor(2000, chapter® and3 argue that some of these
are stranded in the phrase-final position by VP- and NP-mewgnrespectively, and some are
modifiers, which always follow the elements they modify inal.hThis approach allows a uniform
head-initial analysis of Thai to be maintained.

Thai also contains a number of sentence-final particlegjdintg question markers and hon-
orifics:
2 a. ndoj noon naan maj

Noi sleeplong-timeyNQ
‘Did Noi sleep for a long time?’

b. n3oj noon naan khrap
Noi sleeplong-timeHON:MSP
‘Noi sleeps for a long time.” (formal, male speaker)

C. nJojnoon naan naa
Noi sleeplong-timeFp
‘Noi sleeps for a long time, alright?’ Pittayaporn 2011ex. 1)
For a detailed overview of these particles, Smmke(1989. These particles may be sentence-final
either because they trigger phrasal movement to their fspeadr for their role in realizing Thai
boundary tones, as discussedRittayaporn2017).
Thai lacks the obligatory marking of tense, agreement, ,cagmber, definiteness, or any
other morphosyntactic category generally expressed bsciidh. To some extent, this is an areal

tendency of East and Southeast Asian languages with anatgiiphology. However, the absence
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of these categories is not in principle derivable from thalgic morphology of Thai; it is easy
to imagine that such inflectional morphemes could be preagrnihdependent words. Given the
absence of such inflectional markers in Thai, however, sfintaotions such as subject and object
must be based on purely syntactic criteria, with subjestsygd immediately preceding the verbal
complex and objects immediately following the verb itssk¢ chapte?).

Outside of these inflectional categories, Thai does haweneiie derivational morphology,
including category-changing derivational prefixes, commubng, and reduplicationlwasaki and
Ingkaphirom 2005ch. 2). Compounding is common, and can occur with N-N and &&¥uences,
a property shared by many analytic languages, includingé3a i 1990). Reduplication in Thai
is often used to mark emphasis, though it also marks plyralith a limited number of human
nouns (sectiod.d).

Topics are reliably marked by syntactic means in Thai. Ginésrmation is often located in
an initial topic position Ekniyom 1982. When a topic has been established, it can be omitted in
subsequent sentences, including arguments in their argyposition Hoonchamlong 1991 Thus,
Thai is a radical pro-drop or topic-drop language, in thesserfHuang(1984. Focus is marked
either by fronting, in which case fronting must be accomedity a focus particleHkniyom 1982,
or, in the case of adjuncts, by manipulating their orderrdfte verb (sectior2.6.J).

Thai is awhrin-situ language, meaning thath-questions involve the in-situ use of an in-
definite pronoun. These indefinite pronouns can be intexgretther as wh-elements, NPIs, or
indefinites depending on the other operators in the clause:

3 a. Nithénkhraj
Nit seeINDF:HUM
‘Who did Nit see?’
b. Nitmaj hénkhraj

Nit NEG SeeINDF:HUM
‘Nit didn’t see anybody.’
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c. Nithénkhraj maj
Nit see INDF:HUM YNQ
‘Did Nit see somebody?’Ruangjaroon 2005p. 1-2)
A more detailed study of these expressions in Thai can bedfouRuangjaroor{2005.

Thai segmental phonology is characterized by a rich invgntd vowels and stops. The
transcription system | adopt for these consonants is mbaggd on the IPA but incorporates some
aspects of the Royal Thai General System of Transcriptiaptad by the Thai government. Note
in particular that voiceless aspirated stops are indicategbly by adding lowercase ‘h’ after the
stop: {ph, th, ch, kh, rather than by making use of superscripts. The charts batewased on

Hass(1964 p. xi) andlwasaki and Ingkaphiron2005 p. 4):

(4) Consonant inventory of Thai

LABIAL ALVEOLAR PALATAL VELAR GLOTTAL

STOPS

+voice b d

—Vvoice —asp p t c k ?
—voice +asp ph th ch kh
FRICATIVES

—voice f S h
NASALS m n |

LiQuiDs L r

GLIDES w i

All of these sounds occur as onsets, and complex onsets dw, agith /I/ or /w/ attaching to a
subset of the voiceless oral stop series. Only glides arps$ stocluding nasals, can occur in coda
position. The three-way voicing contrast in oral stops isptetely neutralized in coda position,
where they are always transcribed as voiceless stops.

Thai has nine vowels, each of which contrast for length. loat® long vowels throughout
the dissertation simply by doubling the vowel. Thai hasdhighthongs consisting of a high vowel

with /a/:
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(5)  Vowel inventory of Thai

FRONT CENTRAL BAcCK

HIGH i, i i, it u, uu
MID e, ee 9, 90 0, 00
Low e, eg a, aa 2,20
DIPHTHONGS ia ua ua

| write the unrounded high central voweasu throughout the dissertation for readability.
Last, Thai is a tonal language, with five contrastive lextcales. | do not mark words that

are lexically mid-toned with any diacritic:

(6)  Tone inventory of Thai

MID
Low
HIGH
FALLING
RISING

D¢ Q> DY W D

Thai words minimally consist of two moras; short vowels mustfollowed by a coda, which
can include the glottal stop. When polysyllabic, Thai woeshibit iambic stressBennett 1995
non-final syllables can be monomoraic and toneless. Tharfudintory of tones only occur on
bimoraic words with open syllables or sonorant codas. Slaweels in closed syllables can only
receive high or low tone; long vowels and diphthongs in diosglables are restricted to low and
falling tone (Morén and Zsiga 2006

Throughout this dissertation, | use the term ‘Thai’ to refethe standard dialect of modern
Thai, based on the dialect spoken in Bangkok and the suriogiedea in central Thailand. Central
Thai is a Southwest Tai language, a family that includesratba-standard dialects of Thai as well
as Lao. Tai languages form one branch of the larger Kradailyfgiadmondson and Solnit 1997
Pittayaporn 2009 Most non-Tai members of Kradai are spoken by minority geothroughout
northern Thailand, Laos, and Vietnam, as well as southeinaCfThe genetic affiliation of Kradai

itself is unresolved and has been the topic of some debatetwidimost influential hypotheses are
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that Kradai forms a larger group with Sino-Tibetan (d.igl976) and that Kradai is associated with

Austronesian and Hmong-Mien (eBenedict 1942Sagart 2004

1.2 Theoretical Assumptions

In this dissertation | adopt the basic tenets of the Minisigirogram Chomsky 1995et
seq). | provide brief overview of major components of the thebejow. While | assume this theory,
| do believe that many of the main observations and arguntbatd make could be translated into
other generative theories of phrase structure. The mapogerof the dissertation is to explore how
much structure is necessary in Thai noun phrases, and watélgise structure and interpretation
of various constructions within Thai noun phrases might Bé&ese conclusions, at least, seem
translatable.

In Minimalist syntax, syntactic structures are built datignally, from the bottom up. This
procedure begins with a lexical array or numeration, whickthe set of roots and features which
will enter into a computation. The members of the numeratf@n combine freely, forming a
derivation, which feeds into the interfaces.

The derivation proceeds stepwise via a simple operatiorg®lei he output of Merge re-
ceives the label of one of the two syntactic objects that werebined. Generally, when an atomic
syntactic object merges with a phrasal constituent, thd peavides the label to the resulting struc-
ture, forming aX category in traditional terms. This category can merge with additional phrasal
constituents, leading to specifiers and adjuncts, a digiimt¢hat | assume, mostly based on empir-
ical grounds; in Thai specifiers are always on the left, wad@incts are always on the right. This
distinction might follow from the precise nature of the f@&s that trigger Merge, as | propose in
section6.4.3 The derivationconvergedf it satisfies well-formedness conditions at the interface

with phonology and semantic€filomsky 2001
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The well-formedness conditions at the semantic interfactudle the requirement that the
derivation must be interpretable. Followihomsky(1995, | assume a distinction between inter-
pretable features — [F] — and uninterpretable features —: [URinterpretable features trigger the
operation Agree@homsky 2009 wherein the uninterpretable feature initiates a searchgulure,
necessarily downward due to the bottom-up nature of thevatén, for its interpretable counter-
part. Alternately, [uF], may be satisfied simply by mergirigracal item from the numeration which
bears the relevant feature. Once valued, [uF] can delébsyiafy convergence at the interface with
semantics.

This same feature system can be used to account for catelgselection, as outlined by
Svenoniug1994 and Matushansky(2006: selectional features are uninterpretable category fea-
tures, [uN] for nouns, etc. Such features can be used to ntbedaiotion of extended projection
from Grimshaw(1991) by assuming that each member in the extended projectiodexical item
contains an uninterpretable feature for the category o€lwhiserves as a projection.

Members of the numeration can be merged into the structuneuitple points, provided
that they are syntactically licensed in each position,vitegi movement. This ‘copy-theory’ of
movement also predicts straightforwardly that constitsiean be interpreted in any of the positions
in which they are merged, accounting for the existence afristtuction effects, or cases where
constituents are pronounced in a higher position than teendrere they are interpreted, as observed
by Chomsky(1993. There is a fair amount of debate about the nature of movemedrether it
might involve copying and merging, forming a chain (eGfpomsky 1995Nunes 200% or simply
remerge of the same object, ultimately leading to multid@nt representations (eBachrach and
Katzir 2009 Citko 2005 Epstein et al. 1998 Obvious empirical arguments for the former case
arise from cases where a particular lexical item is pronedrtwice, arguments for the latter case
arise from cases where a single lexical item seems to bedshgmaultiple subtrees.

Returning to the well-formedness conditions at the intarfavith semantics, the most basic
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condition is simply that the syntactic derivation can beipteted as a well-formed semantic for-
mula, the truth-conditions for the derivatioDgvidson 196Y. A syntactic objectsy is translated
into its semantic definition by the interpretation functipm]] according to some modeé\t and a
variable assignment functign Composition between these syntactic object proceedsydicapon

of semantic rules.

The semantic rules that play a role in this dissertationuighelFunctional ApplicationHeim
and Kratzer 1998p. 44), the basic compositional mechanism, which is typesdr Derived Kind
Predication Chierchia 1998p. 364) is a rule which applies specifically when kind expi@ss
occur in object-level predicates. It is discussed only iapthr3. Predicate AbstractiorHeim and
Kratzer 1998 p. 96) also plays an implicit role as triggered by the Théitiee complementizer
in chapterd. Predicate ModificationHeim and Kratzer 1998%. 65) is essentially set intersection,
and applies in modification contexts within the noun phrages rule will be especially important
in chaptergt and5. The type-driven nature of the interpretation proceduretions as a significant
constraint on the syntactic derivation; if syntax does rsseanble words in a way that allows them
to be semantically composed, the derivation does not cgaver

When type-mismatches occur, they can sometimes be fixed kingheecourse to a small
set of type-shifting operation$értee 198/ Type-shifting applies in order to facilitate semantic
composition, but they can only rescue certain cases. Thpe;rhismatches are a potential source
of interpretive failure, ruling out an enormous class ofdifmed syntactic derivations, though it
is not clear how freely such derivations can arise in theasynT he introduction of type-shifting
mechanisms into the interpretation procedure increasgsoiter, but this power is limited: type-
shifting operations generally do not ‘add’ meaning in ankgvant sense, they simply adjust the
meaning in order to allow the interpretation to proceed. sTHudo not view these type-shifting
operations as part of the numeration. However, syntaciictdbin the numeration still might have

the same interpretation as certain type-shifting opemafiwith definite articles, for example, being
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the most obvious cade.

The phonological counterpart of semantic composition & flocesses of spell-out. The
syntactic derivation is transferred to the phonologic&riface, or spelled-out, iphaseChomsky
2007, which consist ofvP, CP, and, DP (cfFox and Pesetsky 200®riagereka 1999 Once a
phase has been spelled-out, it cannot be adjusted by fagh&actic operations, the No Tampering
Condition Chomsky 2008 The most basic requirement for interpretability by pHogy is that
syntactic structure must be linearized, which means theyt #re mapped into a string of words
ordered by strict precedencBgchrach and Katzir 200€homsky 2004Fox and Pesetsky 2005
Kayne 1994. | do not assume the Linear Correspondence Axiorafne (1994 in this thesis; |
take right-adjunction to be a parametric choice set by Ttailgh | contemplate a way to derive
this aspect of Thai phrase structure in cha@teOne particularly interesting consequence of this
view of the syntax-phonology interface is that movementegates contradictory requirements on
linearization, generally leading to the deletion of oneh# topies Bobaljik 2002 Nunes 2004
Pesetsky 1997 This part of the theory is reviewed in more detail in chagte

I ] further assume that a number of constraints apply at ttexface of syntax and phonol-
ogy, though I do not adopt any principled theory of such aamsts. One of these constraints is
Avoid Structure Rizzi 1997 inter alia), which requires that syntactic derivations be as econalmic
as possible. This constraint plays a major role in chaptefdditional constraints requiring iso-
morphism between meaning and form, inspired in partBgbaljik and Wurmbrand 200Q8play a

role in chaptes.

'While the existence of such type-shifting mechanisms havedecried by methodological purists, it is worth noting
that similar ‘adjustments’ to syntactic structure have &lsen proposed in the mapping from syntax to morphophoxolog
(e.g.Embick and Noyer 20QIEmbick 2003.
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1.3 Overview of the Dissertation

Chapter2 of this dissertation examines the clausal structure of , Tibalusing on issues that
relate to the way arguments combine with verbs, operatioasserve to increase or decrease the
valency of verbs, and the syntax of tense, aspect, and mypdahere are three general themes in
this chapter. The firstis that Thai word order is rigidly detemed by the configuration of arguments
within a clause. The second theme is establishing a disimtetween verbal heads, which occur
on the left, and clausal adjuncts, which occur on the righ&tibguishing between these different
objects is not straightforward as they all have the same hubogical and phonological properties,
and they are independent, monomorphemic, words. | int@adutumber of tests to show that they
have distinct behavior. These tests reveal that some etabal heads, surprisingly, occur on the
right. Following Visonyanggoon2000 and Simpson(200J), | demonstrate that these postverbal
heads can be generated by VP movement, the third major thietine chapter.

Chapter3 moves on to the syntax and interpretation of noun phrasekain The first half of
this chapter focuses on the semantics of bare nouns andiel@ds&nd mirrors in many ways the re-
cent work ofPiriyawiboon(2010. | begin by defending the neocarlsonian analysis of barmsas
kinds in Thai Chierchia 1998Krifka 1995, and outlining how the different interpretations of bare
nouns can be derived in such an analysis. | then outline arg@wor Thai classifiers, and present
arguments for the analysis of classifiers as functionalgcaies of the noun. Such an analysis ne-
cessitates the postulation of NP-movement in Thai nounggisréo account for their noun-initial
word order (cf.Piriyawiboon 2010 Simpson 2005Singhapreecha 200YVisonyanggoon 2000 |
also show that Thai plural markers exhibit a number of prigedistinct from plural markers in
inflectional languages. | then turn to the distribution ofqtifiers in Thai, both those that occur
with classifiers and that which do not. | argue for a mixed apph to these quantifiers; quantifiers

without classifiers are generally analyzed as adjunctsptiigas expressing cardinality occur in
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[Spec, CIfP], and two strong quantifiers which occur withsslfiers, | argue, occupy a higher D
position in Thai. | also examine the syntax of deictic mod#fjesuch as demonstratives, and argue
that they are adjuncts, attaching to CIfP.

Chapter4 discusses the syntax of embedded clauses in Thai, focuspegially on clauses
that appear internal to noun phrases: relative clauses ama-complement clauses. The single
goal of this chapter is to argue for a unified analysis of thaiTdomplementizethii, which |
argue always derives predicative meanings for clausess, Titgaerves as a relative complementizer,
binding a variable inside of the relative clause. The stmgcof relative clauses in Thai is addressed;
| show that they involve movement and reconstruction, agdethat when relative clauses attach
to bare NPs, they are derived via movement of the NP followedeprojection, followingAoun
and Li (2003. Regarding noun-complement clauses, | follBwtts(2002 and others in arguing
that they are not complements at all, but modifiers, and ket tombine with their head noun via
the same semantic rule as relative clauses, Predicate Rhtdifi. In noun complement clauses,
thii abstracts over a variable corresponding to the propositsatf, and is thus translated as the
type-shifting operationbENT (Partee 1986 This analysis othii as a predicate-forming operator
is extended to several other uses, including its occurrémdefinitival complements of control
verbs. This chapter also contains an analysis of the Thaptamentizerwaa, which occurs in
noun-complement clauses with the ‘relative’ complemeamtthii. Several arguments against the
analysis othii as a marker of Predicate Inversiondgn Dikken and Singhapreec(004) are also
provided.

Chapter5 returns to noun phrase structure more generally. The tdpibi® chapter is a
construction | label the classifier-modifier constructi@MC), in which a predicative phrasal mod-
ifier can license a bare classifier, resulting in a definitguder interpretation. | review the key
properties of this construction, disentangle it from somgfively similar cases, and argue that

the construction itself arises due to the presence of a hoice-functional determiner (cRein-
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hart 1997 Winter 1997, which takes the modifier as its complement. There are tvcases of
the construction, one consisting of a CP complement of therahner, identical to the analysis of
relative clauses iKayne (1994, and a second in which small clauses function as the congrliem
of this determiner. Reconstruction data are presentedgpostithis claim for relative clauses. |
then address the question of how the modifier licenses thedbassifier, otherwise prohibited. |
argue that this putative licensing is actually due to thevadtion of an economy constraint, Avoid
Structure, which blocks noun phrases in which the D takesra G4P complement in favor of a
definite bare NP. This analysis can account for the tendefleynguages thato allow definite bare
classifiers to disallow definite interpretations of baremsoul he existence of such a null determiner
in other classifier languages is also explored, includingdiéain Chinese, which has a construction
that shares properties with the CMC.

Finally, in Chapte6 | examine quantifier float in Thai, arguing that it is driven@uantifier
Raising, or the movement of quantification NPs to receivgoscd show that quantifier-float is
restricted to argumental quantifiers, but that it is resddo quantifiers, and thus cannot be seen
as part of a more general extraposition process. Using ss®peadiagnostic for the position of the
floated quantifier, | demonstrate that floated quantifiersreaaive different scopal interpretations
than their correlates in argument position, demonstratiag floated quantifiers are always inter-
preted in their floated position. | propose an analysis ohtjfiar float wherein they are separated
from their argumental noun phrases at the interface witmplogy by two conflicting requirements;
one which requires that scopal elements be pronounced isiigmowhere they receive transpar-
ent scope, and another which requires that nouns be proedundheir argument position. This
latter requirement is postulated to be particular to isafplanguages such as Thai which lack the
ability to mark syntactic roles via agreement or case. | batethe chapter by pointing to a gener-
alization about the distribution of quantifier float in clfiss languages: quantifier float to the right

is widespread, but is only allowed in languages where dii@rgican follow the noun within the



Chapter 1: Introduction 15

noun phrase itself. | argue that this generalization faldmm whatFox and Pesetskiz005 term
consistencywhich states that linearization statements establishitiidnaa phase must be respected
at later points. The presence of this effect thus providédeeee for the phasehood of the DP (cf.

Heck et al. 2008Kramer 2009 Svenonius 2004



Chapter 2

Thail Clause Structure

This chapter provides a general overview of Thai clausestra, covering topics including
argument structure, tense, aspect, and modal markinghanmbsitions of adverbs. | focus narrowly
on topics which elucidate structural facts about Thai @aus

The chapter is composed of six sections. Sectibh.2 discuss predicates and serialization
as they pertain to the argument structure of the clause.icBetl introduces syntactic processes
by which internal arguments are combined or introduced|eng@ction2.2 describes the syntax of
functional heads or light verbs which introduce externglarents, such as causative and passive
subjects. Section2.3-2.4 examine the syntax of aspect and modality, respectivelg, aansuch
are not concerned with argument structure, but rather toetate of the clause and the interplay
between particles on the right and left periphery of the Vie Bimilarities between the syntax
of modality and aspect in Thai are striking, and the analpsesented for the two reflects that
similarity, relying heavily on earlier work b8impson(2001) and especiall\¥isonyanggoor{2000.
Section2.5 discusses issues relating to tense in Thai, focusing ngrrowwhether functional T

heads exist in Thai. Sectidh6 introduces basic facts about clausal adverbs.

16



Chapter 2: Thai Clause Structure 17

2.1 The Thai VP

The analysis of syntactic structures in Thai is aided by #wt that word order in Thai is
quite fixed, as is common in analytic languages. For exangiieerve that Thai objects must

follow verbs. They cannot scramble with elements to thgintrsuch as adverbs (1-b):

1) a. Nat[yp kin thrian] 1éew.
Nat  eatdurian already
‘Nat already ate the durian.’
b. *Natkin léew tharian.
Nat eat alreadydurian
The bracketing in (1-a) demonstrates that word order tigichn be taken as a good first indication

that verbs and their objects form a VP constituent. In othende, Thai is a strictly configurational

language.

2.1.1 Ditransitives and applicatives

Similar generalizations hold in more complex verb phra3ésis, Thai requires that themes
precede recipients, meaning that it does not allow equitglef the English dative construction

(2-b):

(2) a. Nat[yp hay tharian(kap) Nit] Iéew.
Nat  givedurian (with) Nit already.
‘Nat already gave the durian to Nit.
b. *Nathaj Nitthurianléew.
Nat give Nit durian already
While (2-a) indicates that the two objects form a constitueith the verb, that simplistic analysis

does not actually capture the lack of a dative alternatiohhai. Larson(1988 proposed ditransi-

tives are built of VP “shells,” with verbs head-moving fromeoVP to the next. This is illustrated
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for Thai below.

3) VP,

V4 VP,
|

hé_}i /\/
; DP V)
| . /\
| thirian  V, PP
| A
: li ké.p Nit

,,,,,,,,,,

In Larson’s proposal, the ditransitive structure in (3) &sic and the dative alternation, where the
recipient precedes the theme, is derived from it in a padiigeA-movement operation.
There is evidence that (3) is the right approach to the dittiaa in Thai; in ditransitive verbs

besidedhay ‘give,’ the recipient is actually marked thay (Thepkanjana and Uehara 2008
4) a. Natsoy thUrianhaj (kap)Nit

Nat senddurian give Nit
Nat sent a durian to Nit.

b VP,

Vi VP,

0 DP/\V'Q
T~
thirian Vs PP

I T~
haj  kap Nit

In (4), hay predicates a direct benefactive relationship betweenntenal argument of ‘send,’
which is the durian, and the recipient, who is Nit; Nit re@si\and benefits from the durian internal
to the event.

It is important to note that ‘durian’ is an object of both ‘skand ‘give,” and so the structure
above qualifies as a well-formed serial verb, accordingeatigument-sharing hypothesisRdker

(1988h. In Baker’s approach, the structure above would be recaatsingle verbal projection:
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(5) VP
\
Vl
V DP A
\ .
so tharian  V PP
| =
haj kap Nit

Collins (19973 argues against such structures based on the distributiarcase-assigning post-
position in Ewe, arguing that the shared argument for therskwerb is actually a null controlled
PRO. Such an analysis of Thai is indeed available, but whétigethe correct analysis, or one of
the analyses above is correct, remains to be decided byefutoik.

In addition to marking change-of-possession ditransstitke verkhaj ‘give’ also functions
as a benefactive marker, as in sentences like the following
(6) sOmsaks#u nangsaa hay somchaaj

Somsakbuy book give Somchaay

‘Somsak bought a book for Somchaay.’ Thepkanjana and Uehara 20@8. 15)
Note that in (6) the beneficiary is in a relationship direetligh the theme: the book benefits Som-
chaay. These benefactive useshal/ presumably have the structure (#-b) (or the one in(5)).
There is a sense, then, in which the occurrendeagfgive’ as a main verl{2-a) can be considered
the unmarked case of a larger pattern of benefactive/esttipiative marking by that verb.

The benefactive construction in (6) is whdarantz(1993 andPylkkanen(2008 call alow
applicative where the benefactive argument is in a direct relationship the internal argument
of the matrix verb. They propose that these cases are repeeswith the dative (benefactive)

argument structurally higher than the theme, as below:

(7 Low applicative(cf. Pylkkanen 2008ch. 2, ex. 6b)
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vP

Somsak

buy

Somchaay
Applpe, book

This structure cannot be the basic one for Thai, as dativstaariions are generally impossible and
the order of arguments in sentences like (6) is fixed. Thaefaetives could be derived from this
structure by extensive movement, but there is little evegeior movement. Instead, it makes more
sense to assume that low applicatives are represented leyttige VP-shell structure i@-b) or the
serial verb structure i(b).

Thai also adds internal comitative and instrumental arguseith serialization. The two
examples below represent instrumental and comitative afglicative verb series. Note that in
both cases the first verb (zY¥marks the more oblique argument, and that the subjectiongas
the subject of both verbs:

(8) Nat[yp ?aw miit tat Nit ]

Nat takeknife cut Nit
‘Nat cut Nit with a knife.’

9 Nat[vp phaa Nit paj (roon.phajabaan) ]
Nat  accompanyNit go hospital
‘Nat went to the hospital with Nit.’
In sentences like these, the order of the constituents id.fixe
There have been different proposals to account for the syftéhis kind of construction.
In the argument-sharing approach to serializatioBaker (1988h pp. 535-9), the instrumental

and comitative serial verbs necessarily involve arguméatisg. In the instrumental case, this

argument sharing occurs due to the fact that ‘cut’ is aguudittansitive and thus takes both ‘knife’
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and ‘Nit’ as arguments. In the comitative case, the seconibmeerb is analyzed as unaccusative,
and thus the object of accompany ‘Nit’ is also the interngliarent of ‘go.” The location argument,
‘hospital,’ is an optional second argument of ‘go,” as canéd by the optionality of such arguments

in Thai. Baker’'s multi-headed VP analysis for each caseasvsibelow:

(20) a. Instrumental(8) b. Comitative(9)
VP VP
\ \
\A \A
/’\/ /]\
Y bP v V DP \4
—_
Taw miit VY PP h‘ _
| = phaa Nit Dp
tat  Nit ‘

Paj roor).phajabaan
These patterns are identical to the ones in West Africanuages considered by Baker. In Baker's
parametric approach to syntax, then, Thai would be coreidarlanguage which was [+serializa-
tion], which in his framework is due to a language’s ability & single projection to have multiple
heads. According t€ollins (19973, these structures would involve a lower VP shell which taok
PRO specifier controlled by the higher overt argument.

A completely different approach to these structures wouwdab applicative heads in the
verbal projection, the proposal bfarantz(1993, Pylkkanen2008, and proposed to account for all
serial verb cases recently Bypoh (2009. In the framework of Marantz and Pylk annen, both ‘take’
and ‘accompany’ would actually begh applicativesmeaning that they introduce an argument that
has some relationship with the lower predicate. This amalysuld require a different analysis of
the argument structure of these verbs as well as their caafignal structure, as we will see.

The simplest diagnostic for a high applicative is semariscthe relationship of the applied
argument is with the event itself rather than with the indimbject of the matrix verbRylkkanen

2008 pp. 12-14). So in8), the knife is not in a direct relationship with Nit, but rathe the
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instrument by which the main verb, ‘cut, is carried out. évkise, in(9), the Nit is not in a direct

relationship with the hospital, but is a participant in thecompaniment’ relation expressed by the
main verb. In the approach &ylkkanen(2008, high applicatives are combined with the main verb
before the subject is introduced. But while low applicatiteke two arguments, high applicatives

only take a single argument in its specifier position:

(11)  High applicative(cf. Pylkkanen 2008ch. 2, ex. 6a)
vP

Nat

knife

take |
cut

This tree predicts the wrong word order for Thai, as ‘knifelldws the verb ‘take, but as more
recent frameworks assume that the external argument @linted by the higher or Voice head,

we could postulate that the higher verb moves past the msintal argument to this higher position:

(12) vP

vag VP1
| T

fawi  pp A
! _ /\
: miit V4 VP,
| ‘ PN
i ¢, Vy DP
e J ‘ _

tat  Nit

The same type of approach would be needed for the comitaisescas well.

'n a world where external arguments are not introduced te¢neantics until theP level Chomsky 1995Hale and
Keyser 199320032, the composition of the two VPs would proceed by Event Idieation Kratzer(1996, the same rule
which composes the denotation of the VPs with the exterigairaent. This approach could also be adopted in the Baker
cases above to derive the meaning of a complex predicatesbi® actual agent was added.
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Diagnostics should be offered to support the existencetol¥movement in Thai. These are
hard to find, though, as many standard arguments cannot tiecappor example, examining the
position of verbs relative to adverbs is pointless, as alkdos occur to the right of the VP in Thai
(see sectior2.6). Additionally, while | have assumed that all of these stmues are monoclausal,
empirical evidence should be provided to show that thisésddise. The clearest evidence would

come from the distribution of negation and aspect. | leaeedrand further questions for later work.

2.2 External Arguments

In this section | introduce some background on the Thai ¢awes@vhich will look familiar)
and passive. As Thai is an analytic language, both causatind passives are most productively
realized in periphrastic constructions, rather than thhosome morphological or lexical operation.
For a more complete descriptions of the passive and caasaéel hepkanjana 198&h. 2,Ilwasaki

and Ingkaphirom 2005h. 26-27.

2.2.1 Causatives

Several verbs can be used to mark causation in Thai, but onhe ©f these do so mono-
clausally. Two examplesham‘do, make, andhdj, are provided below:
(13) Nattham Nit tok.

Nat makeNit fall
‘Nat made Nit fall.’

(14) Nathaj Nit kin thrian.
Nat hadNit eat durian
‘Nat had/let Nit eat the durian.’

The glosses above demonstrate that these two causative diffdr in the amount of causation

attributed to the causer, withamentailing complete control anttfj entailing only partial control
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or permission. Because causatives introducethbynassume physical causation of the event and
absolutely no control on the part of the causee, they areripatible with whaiThepkanjan#1986
p. 46) terms “active” causees (see diwasaki and Ingkaphirom 2005. 326). For (14), this means
thatthamcould not appear as the causative of (14-b) because eateny astion which involves
retention of some control on the part of the speaker.
One other causativéham-1j is formed by compounding these two, and entails an interme-
diate level of causation:
(15)  Nattham-haj Nit kin tharian.
Nat make-haveNit eatdurian
‘Nat forced Nit to eat the durian.’
| assume that the combination thlamwith haj is a morphological process. Such V-V compounds
are common in Thai, like in other analytic languages suchraseSe (e.gli 1990).
Hale and Keyse(1993 2002 and others propose that causatives realize externafrengiu

introducingv-heads, an analysis which makes natural sense for Thai:

(16) /”Pl\
DP V]
/\
Nat
Ucaus vPy
\
tham-haj DP vl
_
Nit N
(%) VP
/\
V DP
T
| thlrian
Kin
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For the sake of consistency, | have included two separatprojections in (16), one which intro-
duces the external argument to the eating action and anathieh holds the valence-increasing

causative head. It may be that the lower V always moves to

2.2.2 Adversative passives

Like causatives, the closest equivalent to a passive inisHarmed periphrastically. Unlike
languages where passives are formed derivationally frdimeaeerb forms, Thai passives tend to
convey adversity or benefit on the part of the derived supjectwhich lexical semantics of the
passive verb itself is responsible. The adversative pas&vmed by the verthuuk is illustrated

below:

a7 a. Nitchok Nat.
Nit punch Nat
‘Nit punched Nat.

b. Natthuuk (Nit) chok.
NatundergoNit punch
‘Nat was punched (by Nit).’
While it is often claimed that sentences witiiluksound odd if the subject is not negatively affected
(Wongbiasaj 1979a. 209),lwasaki and IngkaphirortR005 p. 303) note thahuukis used in more
general contexts.

The key property distinguishing Thai passives like (17¢bjf lexical or morphological pas-
sives is that rather than demoting the subject of the passiwerb, the Thai passive allows it to
remain in its surface subject position. This is a consegeieaicleast in part, of the periphrastic na-
ture of the causative, as the lower verb is directly embedhgetie passive, retaining its transitivity.
In that sense, the passive is parallel to the causatiy@3p(15). Importantly, though, the subject
is optional in (17-b), and when it is absent, the interpietats much closer to lexically derived

passives in the sense that the subject of the lower clausenargically obviatedKilbeck 1973 p.
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34).

One question in the correct analysis of the passive is thegoat and size of the clause
which serves as the complement of the passive. To deterimneategory, we can use negation,
a common diagnostic for verbhood in Thai syntax. The follayvexamples indicate that both the
passive predicate itself and the lower predicate are verbal
(18) a. dek thouk mée maj rak.

child undergomothernea love
‘The child isn’t loved by his mother.’
b. dek maj thuuk mée maj rak.
child NEG undergomotherNEeG love
‘The child isn’t not loved by his mother.’

The second question is the syntactic size of the embeddeditcemt. If it is a full clause
(CP), we expect it to exhibit all the phenomena that full sksido, including the full range of
aspectual and modal marking characteristic of Thai verlesthére is evidence that the embedded
verb is small, as the lower verb cannot be modified by aspkotagkers or modal markers at all
(see section2.3and2.4for more on these markers):

(29) a. ??2dekthuuk mée  maj khooj rak.
child undergomotherNEG PRF love
‘The child hasn’t been loved by his mother.” (intended)
b. *dek thuuk mée rak maj daj.
child undergomotherlove NEG can
‘The child suffers his mother’s inability to love him.” (iehded)

The same facts hold when the subject is missing from the eddgecause, although in these

cases there is even less reason to expect that the embeddsd id full-sized. So there is evidence

both that the embedded predicate is a true verb rather thgrma sominalized one, and also that the

embedded clause is not a full-sized CP.
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We can account for these facts as well as the difference sktheo constructions if the
passive structure is represented with the passive emlgpddiragentivevP when the subject is

present (20-a) and a bare VP when it is not (20-b):

DP v, DP v
Nity Upas vPy . UP\AS /VP\
\ !
thiiuk DP/\vg thuuk Y DP
—_—
N ook o
/\
V DP
‘ —_—
chok pro;

Besides the status of the passivized clause, another iampassue is the status of the object
of the passivized verb. There is actually a fair amount ofknam this topic, including some of
the earliest work on Thai syntax. There are several analgeethe market, including analyses
relying essentially on A-movementhaiyaratana 196%4.6.6) to analyses of the passive position
as derived by A-bar topicalizatiorSgdmuk 2003 Sudmuk’s paper also contains an excellent
review of other proposals, including the one that | adoptabarticulated clearly first iWongbiasaj
(19793 and dubbed there the complementation approach, in whichhject of the embedded verb
is occupied by a null pronoun.

Evidence for this proposal comes from the fact that Thai iscaduop (or topic-drop) lan-
guage, and from the fact that overt resumptive pronouns ppea in this position:

(21)  Natthuouk Nitchok khaw.

Nat undergoNit punch3p
‘Nat was punched by Nit.’
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Another approach to these structures would be to follow tiayais of similar passives in Chinese
proposed byHuang et al(2009 ch. 4) where the gap is related to a null operator at the tife ef
the embeddedP/VP.

Regardless of the correct analysis of passive gaps in Thibasic structure of the con-
struction illustrates the general theme of the last two aciiens, which is that valence-affecting
operations in Thai are generally realized by overt syntdutiads . These heads are usually verbal,
and these tend to stack on top of each other without too maawyges to the internal syntax. This
general tendency for Thai arguments to stay put is a themehwhill come up again later in this

section and also in chaptér

2.3 Aspect

While Thai has no obligatory inflection or tense marking orbgeits system of aspect mark-
ers is rich and complex. Resultative and directional segabs, aspectual auxiliaries, and adverbs
all interact to produce an array of different interpretasio Recent formal studies that investigate
this system in detail ar&oenig and Muansuwa(@005, Muansuwan(2002 ch. 3-4), andvi-
sonyanggoori200Q ch. 6). This section focuses on diagnostics for estabigsthe category of the
different aspectual markers and for understanding thetstral distinction between aspect markers
at the right and left edge of VP.

Thai sentences without any aspectual morphology, like, @) aspectually vague, and can
be interpreted in any way appropriate to context:

(22) Natkin tharian.

Nateatdurian
‘Nat eats (habitually)/is eating/has eaten/ate durian.’

When overt morphemes do appear, a more restrictive meamegges:
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(23) a. Natkamlay kin tharian.
NatPROG eatdurian
‘Nat is eating durian.’

b.  Natkhoaj kin thlrian.
NatPRF eatdurian
‘Nat has eaten durian.’
The aspectual morphemes preceding the verb in (23) havegbaanseveral names in the literature,
I will call them pre-verbal aspect markers.
A number of other aspectual markers, however, are posgl/esbcurring at the right edge
of VP:
(24) a. Natkin tharianyuu.
Nateatdurian IMPFV

‘Nat is eating/eats durian.’
b.  Natkin thlrianset.

Nat eat durian finish

‘Nat finished eating durian.’
The meaning of these two sentences is not identical to theatipe equivalents in (23). While
kamlan in (23-a) is a true progressive markafigonyanggoon 20Q0p. 195),yuu in (24-a) is
imperfective, including habitual and repetitive aspecits meaningYisonyanggoon 20Q@. 210).
Likewise, khaoj in (23-b) is an experiential perfect, implying the existernd some past experience
of an event regardless of completiovigonyanggoon 20Q0p. 188-9), whileset in (24-b) adds

telicity and the entailment of completion to an actittoénig and Muansuwan 200p. 343).

2.3.1 Evidence for a non-uniform analysis of aspect markers

The first question to ask about aspect markers is what thigigaey might be. There are two
syntactic tests in Thai that determine whether a given &xiem is a verbal head. The first is nega-

tion, and the second is based on whether a given verb carséicahpsis in an affirmative answer
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to a polar question\{isonyanggoon 20Q0ch. 5-6,Muansuwan 2002ch. 4). These distinguish

between the two preverbal aspect markers in (23):

(25)

(26)

a.

o

*Natmaj kamlay kin thdrian.
NatNEG PROG eatdurian

Natkamlay maj kin tharian.
NatPROG NEG eatdurian
‘Nat isn’t eating durian.’

Q: Nakamlay kin thUrianrau?
NatPROG eatdurian Q
‘s Nat eating durian?’

A: *kamlary)
PROG

A: kamlay kin
PROG eat
‘Yes, heis.’ (cf.Visonyanggoon 20QCch. 5, ex. 33-34)

The examples above indicate thainlay is not a verbal category.

(27)

(28)

However, the same tests illustrate tikaboj is a verbal category:

a.

Natmaj khaoj kin tharian.
NatNEG PRF eatdurian
‘Nat has not ever eaten durian.’

Natkhoaoj maj kin tharian.
NatPRF NEG eatdurian
‘Nat has not eaten durian.’ (i.e. He has experienced natgdtirian in some context.)

Q: Nakhaoj kin thGrianmay?
NatPRF eatdurian Q
‘Has Nat ever eaten durian?’

A: khogj.
PRF
‘Yes, he has’ (cfVisonyanggoon 20QQ:h. 5, ex. 12-15)
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Unlike the imperfective markdtamiar, then, the perfectivéhooj does behave as a verbal category.
Words that can be used as answers to polar questiongHike in (28), were first labeled “predica-
tors” by Noss(1964 p. 74), a usage that will be followed belowhooj is a predicator, andamlan

is not.

The analysis provided for these difference¥isonyanggoor(2000 postulates that the neg-
ative markemégj is restricted to the specifier position of verbal categomesounting for why it can
precedekhooj but notkamlay. The sentence-final question marker also differs betwéra)and .
Visgonyanggoon proposes that the question matkrin (28-a) includes negation, hence has the
same restrictions as negation. As for predicators, Visoggan proposes that the ability of a verb
to be a predicator corresponds to its ability to move to adndiead position that is dedicated to
verum focus and polarity, the Pol dbka (1990, followed by deletion of its complement. | spell
this proposal out in more detail below.

This same split can be observed between the two postverpattamarkers ir24). While
the imperfectiveyluis not a predicator, the completigetis:

(29) a. *Natkin thGrianmaj yuu.
Nateatdurian NEG IMPFV
b. Natmaj kin thGrianyuu.

NatNEG eatdurian IMPFV
‘Nat isn't eating durian.’

(30) a. Q:NakinthUrianyau maj?
Nateatdurian iIMPFV Q
‘s Nat eating durian?’

b. A:*yuu
IMPFV

c. A:kin.
eat IMPFV

‘Yes, he is.’ (cf.Visonyanggoon 20QCch. 5, ex. 53-55)
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(31) a. NakinthUrianmaj set.
Nateat durian NEG finish
‘Nat hasn't finished eating durian.’ (dfuansuwan 200Zh. 4, ex. 22)
b. Natmaj kin thirianset.
NatNEG eatdurian finish
‘Nat hasn't finished eating durian.

(32) a. Q:Nakin thirianset maj?
Nateatdurian finishQ
‘Has Nat finished eating durian?’

b. A:set (leew)
finishalready
‘Yes, he (already) has.
The facts abougtiuindicate that the aspectual use of this marker is distimehfthe the same word’s
occurrence as a locative copula meaning ‘dwell,” which camégated:
(33) a. Nityuu baan Nat
Nit Loc houseNat
‘Nit is at/lives at Nat's house.”
(i) Nit maj yuu baan Nat
Nit NEG LOC houseNat
‘Nit isn’t at/doesn’t live at Nat's house.”
As indicated in the glossesgtis also synonymous with a verb meaning finish, but behavesalik
verb in its aspectual use. It seems, then, that the catedaygven aspectual marker cannot be
determined solely based on whether it has some corresgprdibal use. However, the difference
in meaning betweeyliuin its main verb versus aspectual use is wider than tha&fipwhich means
‘finish’ in either position.
The resulting situation, restricting ourselves to thesg f@rb markers, is one where position

and verb-hood cross cut, creating a four-way distinctignaddition to the aspect markers above,

I have added other representatives to each of the lists to #iw generality of the distribution.
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Specific diagnostics applying to each of these can be foundérof the references abote:

(34)

| Asp-VP VP-Asp
khooy - ‘PRF set - ‘finish’
+V || rdom - ‘begin’ cop - ‘end’
700k - ' SEMI-PERF
kamlag - ‘PROG yuu - ‘IMPFV’
-V phdy - ‘just’ too - ‘continue’
ca? - ‘about to’  khin - ' SEMI-PERF
yar - ‘still’ Iéew - ' ALREADY’

It is curious that [+V] aspectual markers tend to denote ssemse of anteriority while [-V]

aspect markers denote some meaning in the realm of impeitiectr futurity, with the exceptions

being phsy ‘just, which would be expected to be +V, amébm - ‘begin,” which we might expect

to be -V. This tendency has not been noted in the literaturendny other ways, this chart is likely

overly simplistic and misses deeper differences betweerdiffierent categories. For example, it

might well be that some of the preverbal aspect markers,cegfye for example,rdom ‘begin,

actually form biclausal structures when they embed anotedy; Muansuwan(2002 p. 155)sug-

gests thaall preverbal TAMs are raising verbs, a conclusion that seemsrranted based on the

distinctively non-verbal behavior of some preverbal aspearkers.

The aspect verbs above frequently co-occur in a single semteWhen they do, they are

rigidly ordered relative to one another, both before thé\aard after. While | do not go through the

precise orderings and possible permutations of aspectersgrthe fact that these markers cannot

be freely scrambled indicates that a simple analysis whetbeamarkers are adjoined to the VP

on one side or the other is insufficient. Additionally, thetitict syntactic behavior of the different

categories of aspect verbs in table (34) should have somnetwtal or lexical explanation.

2The abbreviatiorsEmI-PERFstands for the category of semi-perfective proposeldinig and Muansuwa¢2000).



Chapter 2: Thai Clause Structure 34

Below | present a basic proposal for each category of aspakten The conclusion will be
that elements which are [+V] are aspectual heads in the @stbprojection of the verb, a sequence |
may refer to as the projection line. When these heads folheWP, it is because they have triggered
VP-fronting to their specifier position. Preverbal aspattmarkers that are [-V] actually show
somewhat distinct behavior, and are analyzed either asfigpeor defective heads of aspectual
projects. Postverbal aspectual markers that are [-V] angeakto be adjuncts across the board. This
analysis is similar to the one argued foMisonyanggoor(2000, though includes much of the data

discussed b¥oenig and Muansuwa(?2005 as well.

2.3.2 Aspect markers and VP-movement

I will adopt the framework fronCinque 19990 describe the data below. In this theory,
the preverbal [+V] auxiliaries would be either heads or #ms of dedicated aspect projections.
Adopting this framework without question is methodologdficalubious as it likely masks deeper
differences between these particles that would take mor& teotease apart, including whether
some verbs might be better analyzed as instances of ragingcverbs or raising verbs in a biclausal
structure Cinque 20022004 Wurmbrand 20012004 Fukuda to appe®? Data that often plays
a crucial role in these analyses is the ability of differespectual verbs to be passivized, facts that
have not been explored for Thai to my knowledge. When consitjéhese data may provide clarity,
and force a revised or refined analysis of the [+V] markersainigular.

To begin, consider the preverbal aspect maktepy. The diagnostics i(27)(28) revealed
it to be verbal in nature. Up to this point, data has indicated Thai is strictly right-branching.
There is evidence, then, thitiooy is a head, as illustrated below. In the trees in the follovtimg

sections, | will remain agnostic about the introduction wbjects in Thai and will suppress the

3SeeJenks(2006 for some diagnostics which distinguish control and rajsierbs in Thai and some candidates for
verbs with these properties.
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level unless it is relevant:

(35) a. Natkhsoj kin thlrian.
NatPRF eatdurian
‘Nat has eaten durian.’
b. AspreP

TN

ASpPrre VP

| TN
khooy V DP

| =
kin  tharian
Cartographic frameworks like those Gihque(1999 andRizzi (1997 generally assume the
theory of extended projections proposed®ymshaw(1997), where the actual categorical feature
of the verb is percolated up the heads in the clausal spirgidim a theory the restricted distribution
of the negative particlmaj could be accounted for by postulating an uninterpretaltkegoaical verb
feature on the negative particle — [uV] — which could only Imiecked locally to [+V] categories;
several configurations in which the checking could applypmgsible.Matushansky2006 makes
use of such categorical features to account for selectioegumting for how these heads select
one another. Visonyanggoon’s account of [+V] auxiliaris&itus as predicators could similarly be
spelled out as a [uV] probe on Pol, the head where semanticifyois interpretedl(aka 1990:
(36) a. Q: Nakhsoj kin thrianmay?
NatPRF eatdurian Q
‘Has Nat ever eaten durian?’
b.  A:khooj.

PRF
‘Yes, he has.
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C. PolP
Polyy, ASPereP
‘ /\
kh’;)gy ASpPRF‘ [V] VP
[ T
| : ‘ —
[

,,,,,, | kin  thdrian

The grayed portion of the tree undergoes ellipsis. Eviddacéhis analysis comes from the fact
that not only iskhooj a predicator, but whehhooj is present, the main verb cannot function as the
predicator:
(37) a. Q: Nakhsoj kin thUrianmay?

NatPRF eatdurian Q

‘Has Nat ever eaten durian?’

b. A:*kin.
PRF

This is the main argument for adopting head movement as awagpto the predicator construc-
tion. The inability of the main verb to move to Pol can be acted for under the Head Movement
Constraint (HMC) Travis 1984, which prohibits heads from moving across interveningsoiéius,
the presence dfhooj blocks the movement din to Pol.

Returning to the theme of extended projections, there aenéially two ways of accounting
for postverbal [+V] aspect markers. Either with mixed biaing, where Thai occasionally has right-
headed projections, or with VP-movement, following thelgsia of modals irSimpson(2001) and
Visonyanggoon2000. Below I briefly present arguments for the VP-movement ysial For a
defense of an analysis that does not rely on movemeniaerig and Muansuwaf20095.

The VP-movement analysis is illustrated below for the padial aspect markeet ‘finish’:

(38) a. Naikin thdrianset.
Nat eatdurian finish
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‘Nat finished eating durian.
b. Aspcomp P

VP AspompL

v ' DP AspcomeL 1
|~ N |

kin | tharian Setpp !
|

The idea is that postverbal heads with verbal properties haEPH feature which triggers move-
ment to their specifier positich.This analysis slightly complicatégisonyanggoon(2000’s pro-
posal that negation is located in verbal specifiers (se@sei3.2), as the specifier of the aspectual
head above is occupied, even though it can be ned@&d If multiple specifiers were allowed,
some principled explanation would be required to restrgiation to an inner specifier position.
Evidence for this analysis again from the statusaifas a predicator, meaning that it addi-

tionally blocks the verb’s ability to serve as a predicator:
(39) a. Q:Nakin thirianset maj?

Nateatdurian finishQ

‘s Nat eating durian?’

b. A:set (Iéew)
finishalready

‘Yes, he already has.’

c. A:*kin (Iéew)
eatalready

The explanation once again is in terms of the HMC, which béattle movement dfin pastsét to
the Pol head position.
Neither the evidence from negation nor the evidence frorptédicator test really distinguish

a VP-movement account from a mixed-branching accountgimowhich is illustrated below:

“It has been claimed that similar types of movement are comimtire analytic Kwa languages of West Africa. See
Aboh (2009 and his subsequent work.
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(40) a. Nakin thdrianset.
Nat eat durian finish
‘Nat finished eating durian.’
b. AspzompP

TN

VP ASPcompL

/\ ‘
v DP set

\ —_
kin  tharian
Here, the postverbal aspect particle is still a verbal hakolwing to license negation and move to
Pol. So the analyses are equivalent with respect to the dataso far.
Further data discussed Byenig and Muansuwa(2005 seem to tip the scal@sExpanding
our empirical domain to more complex aspectual complexassider the paradigm below:
(41) a. Natkamlanca? kin thUrianset.

NatPROG about.toeatdurian finish

b.  Natkin thUriankamlar ca? set.
Nateatdurian PROG about.tofinish

c. 7?Natkamlan kin thUrianca? set.
NatPROG eatdurian about.tofinish

d. *Natca? kin thriankamlan set.
Natabout.toeatdurian PROG finish
‘Nat is going to finish eating the durian.  (dkoenig and Muansuwan 2008x. 7)
These data illustrate that preverbal aspect markers carap|sear postverbally in the event that a
postverbal aspect marker is already present. They also gtaiihe preverbal markers must occur

in the same relative order regardless of whether they pesoedbllow the verb. Needless to say,

the preverbal markers cannot appear postverbally in isotat

®Koenig and Muansuwa(R005 actually take some of these facts as argumagtsnstmovement, to which | refer
the reader.
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(42) a. Natkamlay ca? kin tharian.
NatPROG about.toeatdurian
‘Nat is going to eat durian.

b. *Natkin thGriankamlay ca?.
Nateatdurian PROG about.to

c. *Natkamlan kin thUrianca?.
NatPROG eatdurian about.to

d. *Natca? kin thUriankamlar.

Natabout.toeatdurian PROG
(cf. Koenig and Muansuwan 2008x. 7)

Together, the data in (41) and (42) indicate that when VP mmeve is triggered, it can move

recursively to higher projections:

(43) ASprrodP
by ASPhroc
|
V : DP /\
‘ L~
kin | tharian ASPrroc AspineuP
! \
l kamlay jepr)
|
| VP ASHNCH
1 S
: V } DP
| L~
3 kin }thUrian ASFTINCH Aspcomp P
777777777777777777 Cé?([EpFﬂ) /\
VP ASPLompL

|
l
|
: V ‘ DP ASpCOMPL tl
| | ;A . |
| Kin  |tharian  S€feeq w
|
|

While movement to [Spec, AsRodP] and [Spec, AspcnP] is optional, it is only possible if initially

triggered by the movement of VP to [Spec, Aspe.P], which is obligatory due to the&epH feature
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onset This fact could be accounted for if thedH feature were allowed to percolate to higher func-
tional projections. While feature percolation could beiamdl, the movement it triggered would be
obligatory, similar to pied-piping in English.

This account avoids the deeper question of why VP movemesursc One possibility is
that it is related to the relative height of functional heaaisly ‘low’ aspectual heads trigger VP-

movement. Whether such an analysis is tenable is an opetiaquekave for future work.

2.3.3 Adjuncts, specifiers, and heads

Just as the predicator and negation test indicate that bettebal and postverbal [+V] as-
pectual markers are verbal heads in the clausal spine, ithe tests indicates that the preverbal [-V]
aspect markers are not verbal heads. Howe&¥isgnyanggoorn(2000 points out an important dif-
ference between different preverbal markers with respetttet predicator test, which necessitates a
non-uniform analysis of [-V] preverbal aspect markers. M/kimlay andphip are heads, it seems
that ca?® andyar are specifiers. The predicator test for each of the partislsBown below. | give
two examples of each pattern to show that this subtle differds a robust one:

(44) a. Q: Nakamlay kin thUrianraa?

NatPrROG eatdurian Q
‘s Nat eating durian?’

b. A:*kamlay
PROG

c. A:*kin
eat

d. A:kamlagkin
PROG eat
‘Yes, he is.’ (cf.Visonyanggoon 20QCch. 5, ex. 33)

51 will actually argue in sectio.5thatca? is not an aspect marker at all, contra the claimslaansuwar(2002 and
Koenig and Muansuwa(2005. | have left it in this discussion to show how its behaviothaiespect to the predicator
test follows a general pattern.
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(45) a. Q: Naphdy kin thUrianrau?
Nat PROGeatdurian Q
‘Did Nat just eat durian?’

b. A:*phdy
PROG

c. A:*kin
PROGeat

d. A:phdykin
PROG eat
‘Yes, he did.

(46) a. Q:Naka? kinthUrianmaj?
Nat PROGeatdurian Q
‘s Nat going to eat durian?’

b. A:*ca?
PROG

c. A:*ca? kin
PROGeat

d. A:kin
PROGeat
‘Yes, he is.’ (cf.Visonyanggoon 20QCch. 4, ex. 43)

(47) a. Q:Natyay kin thUrianmaj?
Nat PROGeatdurian Q
‘Is Nat still eating durian?’

b. A:*yay
PROG

c. A:*yapg kin
PROGeat

d. A:kin
PROGeat

‘Yes, he is.’ (cf.Visonyanggoon 20QCh. 5, ex. 20)
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To summarize(44)-(45) demonstrate that the preverbal aspect markargay andphdy had to be
repeated along with the main verb in response to a polar ignesin contrast,(46)-(47) showed
how ca? andyan could not be repeated with the verb, but do not block the geability to be a
predicator’

The explanation provided byisonyanggoon(200Q p. 204-5) for the requirement that both
the verb and the aspectual marker be pronouncéddip(45) is that these aspectual heads lack the
[+V] feature. They cannot move to the Pol position at all, #vel/ block the movement of the main
verb kin to the Pol position as well. Visonyanggoon proposes thatése cases the verb adjoins
to the defective aspect head and the two move up to Pol tagethdifficulty with this analysis is
that it relies on rightward head adjunction of the verb toalpect head. An alternative would to to
say that movement to Pol is blocked completely by the defedtead, and hence, ellipsis does not
apply. The [uV] feature on the Pol head would have to be vahieddistance by Agree, represented

by the solid curved line below (cf{44-a):

(48) PolP

P0|[uv] ASpCONTP

ASpcont VP
‘ P

kamlay V DP
‘ —_
kin  pro

The absence of the subject and object are instances ofdopi;-which Thai allowslooncham-
long 1991 Huang 1984 In either case, more work fleshing out the syntax of thi®tgpaspect
marker is needed, in particular resolving the categosicddéifective status of the aspect markers

with their position in the extended projection of the verb.

"The difference in the predicator pattern correlates tofewifice in which question marker, a fact whidisonyang-
goon(200Q p. 198-206) provides an analysis for in terms of the disimbetween the two aspectual markers introduced
below.
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In either case, the analysis of these aspect markers musiféect from the analysis of
the pattern in46)-(47), where the aspectual markers permit the verb to functiom@gtedicator
while they cannot do so themselvedsonyanggoorn(200Q p. 193) takes the ability of the verb to
function as a predicator as evidence that these aspectukéraare not heads at all, but specifiers

of a functional head in the clausal spine. This is illustlatelow foryay (cf. (48-d))8

(49) PolP
P0|[uv] ASpCONTP
. /\

1
A yay ASPLont
!
!
!
!
!
!
!
!
!

‘ /\

t; \/ DP

T .
,,,,,,,,, | t;  thlrian

,,,,,

This is not equivalent to saying thedy is an adverb or is adjoined to the clausal spine, as we
will see below. It is descriptively useful to maintain a d@istion between specifiers and adjuncts in
Thai because subjects are on the left while clear cases whettn are always on the right, as we
will see in sectior.6. In either case, in this analysis aspectual markersslilgewould necessarily
be maximal projections rather than heads. Visonyanggoountecadditional arguments for this
position, including the fact thatay occurs with both additive and iterative meanings similar to
those for the German adverbiabch

Another analysis of these non-predicator non-blockingkesaris that they are heads located
above Pol in the clausal spine. This analysis is particukpbealing forca?, a position that section
2.5reveals further arguments for (s@tl)). For our purposes, though, the non-uniform behavior of

preverbal [-V] aspect markers with respect to the predidast indicates that they should be given

8 Abbreviations:coNT=continuative.
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different analyses. Some markers are defective heads B&gwthers are specifiers, in the case of
yar, or heads above Pol, in the caseca?.
Unlike preverbal [-V] aspect markers, postverbal [-V] menkcannot be negated and behave

uniformly with respect to the predicator test, shown agailolw for the imperfectivgriu (see(29)-

(30)):

(50) a. Q:Nakin thdrianyuu méj?
Natimp eat  durianQ
‘s Nat eating durian?’

b. A:*yuu
IMP
c. A:kin.
eat IMP
‘Yes, he is.’ (cf.Visonyanggoon 20QCch. 5, ex. 53-55)

What is important for our purposes is that not only can pabilg-V] markers not be predicators,
they do not block the verb from serving as a predicator. Tiniécates that postverbal [-V] aspect
markers are not heads. Because adjunction is uniformlyigrahyrto the right in Thai (see section
?7?), and these markers can only appear postverbally, the nppstaéing analysis of them is as

clausal adjuncts:

(51) PolP
I:)Ol[uv] AspivpevP
y
m
! ASpiyprP AdvP
| |
|
: ASpPimpry VP A?V
/\

l /‘, V. DP yiu
l |

t;  thlrian

- - — _ 2
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Because the adveruiuis adjoined to the clause, it does not block the movementeo¥/énb to the
Pol head to serve as a predicator.
More evidence for this analysis is the fact observationkerl-\V] postverbal aspect markers,
[-V] markers do not license the postverbal position of preaémarkers (cf(41)). This is illustrated
below with the postverbal marké&hiin, one of the semi-perfective verbskbdenig and Muansuwan
(200Q 2005:
(52) a. Natca? kin tharianlOuk nir) khém.
Natabout.toeat durian CLF"“"? one SEMIPRF
‘Nat will eat/have eaten a piece of durian.’
b. *Natkin tharianlGuk niy ca? kh#m.
Nateat durian cLF™*""¢ oneabout.toSEMIPRF
(cf. Koenig and Muansuwan 2008x. 18)
This difference is expected if postverbal markers are adgjras they do not trigger VP
raising, hence cannot feed the raising of the VP past noymedlverbal aspect markers. In summary,
then, postverbal [-V] aspect markers cannot serve as @edgand do not block the verb from
doing so, indicating they are not heads. Corroborating tiai-verbal nature is their inability to be
negated. Additionally, the fact that they do not licensetyrdal occurrences of preverbal aspect
markers indicates that they do not trigger VP-movement.aBse adjunction is uniformly to the
right in Thai, an analysis of postverbal [-V] aspect markessclausal adjuncts accounts for all of
these properties directly.
Below | provide a list of the different categories of aspecrkers in Thai, their behavior

with respect to various syntactic tests, and the analysiggsed for them in this section:
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(53) Marker Position +V Cat Pred Blocks pred NEG_  Pre—post
khooj ‘' PRF _ VP +V Head Vv v v -
kamlap ‘PROG || _ VP -V Head x v X -
var ‘still _ VP -V Spec x X X -
sét finish’ VP__  +V Head Vv v v v
yuu ' IMPFV’ VP__ =V Adj X X X X

From left to right, the columns indicate whether the aspeatker is preverbal or postverbal,
whether | have analyzed it as a verb; whether | have analyzasl a head, specifier, or adjunct;
whether it can function as a predicator; whether it bloclksrttain verb from serving a a predicator;
whether it can be negated by the negative partiég and whether it allows pre-VP aspect markers
to appear postverbally. This last category is only relefanpostverbal aspect markers, as in the
analysis above it is a diagnosis for VP-movement.

This concludes the section on grammatical aspect in Tharelare three main points which
should be emphasized before proceeding. First, there id gaidence that phrasal movement of
the “core”-VP exists at the clausal level, triggered by fimtal heads higher in the clausal spine,
notably those with completive meanings. Second, theread gwidence that many aspectual mark-
ers following the VP are rightward adjuncts, rather thandsethat have triggered VP movement.
Finally, as noted byisonyanggoor{(2000, these observations together help us maintain a uniform

syntactic view of Thai as a head-initial language.

2.4 Modality

The issues raised by the syntax of modality in Thai are amal®go those discussed for as-
pect in the previous section. In particular, the structp@gition and categorical status of modal
markers can be diagnosed using the predicator test andaregaecent theoretical work on modal-
ity in Thai includesSimpson(2001) and Visonyanggoon200Q ch. 5). While Simpson focuses
on the postverbal occurrence of modal markers, Visonyamggoovides a more general overview,

including more details on the relative height of differenbdal markers. Both works try to show
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that postverbal modal markers in Thai are verbal headsrilgget VP movement, the evidence for
which is presented below.
We see the same two basic classes of modal verbs that we sae/fabaspect verbs. While

most modal verbs, likésy ‘must’, precede the VP, others, lild&j ‘can, follow it:

(54) Nattdy kin tharian.
Nat musteat durian
‘Nat must eat durian.’

(55) Natkin thariandaj.
Nateatdurian can
‘Nat can eat durian.’

Like with aspect markers, we can use negation and the ptediest to determine that these markers

are verbal heads:

(56) a. Natmaj toy Kkin tharian.
Nat NEG musteat durian
‘Nat doesn’t have to eat durian.’

b. Nattdy maj kin tharian.
NatNEG musteatdurian
‘Nat mustn't eat durian.’ (cfVisonyanggoon 20QGh. 4, ex. 6b)

(57) a. Q:Natdy kin thUrianmaj?
Nat musteatdurian Q
‘Must Nat eat durian?’

b. A:tiy
must
‘Yes, he must.’

c. A:*kin.
eat
(cf. Visonyanggoon 20QCh. 4, ex. 31)
(58) a. Natkin thGrianmaj daj.

Nateatdurian NEG IMPFV
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‘Nat can’t eat durian.’

b. Natmajkin thuriandjj.
Nateat durianNEG  IMPFV
‘Nat can not eat durian.’ (cVisonyanggoon 20QGch. 4, ex. 6a)

(59) a. Q:Nakin thuriandd] m&j?
Natimp eat  durianQ
‘Can Nat eat durian?’

b. A:daj

can

‘Yes, he can!’
c. A:*kin.

eat

(cf. Visonyanggoon 20QCh. 4, ex. 57)

The table below gives a list of modal markers in Thai and thegition relative to the VP:

(60)
Mod-VP VP-Mod
57 - ‘must’ daj - ‘can’ (root/deontic)
+V  nda - ‘should’ pen- ‘can’ (mental)

khuan - ‘should’ waj - ‘can’ (physical)

As the table shows, the postverbal modal markers in Thaiesbte possibility, varying in the kind

of ability accorded to the speak&MWhile the postverbal modal with the most general meaning —
daj — can be substituted for the others, they never co-occurddiitian, daj is the only modal of
the three which denotes permission as well as aBfli#ill three modals can be shown to be verbal

heads, as they all pass the predicator test and can be négaidg as | showed fodgj in (58)-(59).

9These modal markers each have an additional function as vedis,daj as ‘acquire, get,penas predicative ‘be;’
andwadj as ‘shake, tremble.” These modal markers are not primdethiz, asSimpson(2001) claims, which would mean
that they denote necessary truths and thus take all posgilblds as their modal base. Instead, postverbal modalsan Th
take either a root or deonticlgj only) modal base, meaning that they rely on pragmatic kndgdeabout ability (root)
or permission (deontic) attributed to the subject. The meaning can also mean that a given event was possible due to
general facts about a given world, such as there being ardfmidNat to eat in a sentence likéat can eat durianThis
latter source of possibility might have been the source afuston, yet even in these cases the possibility is continge
on the world being a certain way.

1Owe will see in the following section thaidj has additional uses as well.
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2.4.1 Postverbal modals and VP-movement

The same dilemma is found with post-VP modal verbs as waspuigit-VP aspectual verbs
like set (see(38)(43) and discussion), the modal marker must occur in the projedine of the
main verb in order to serve as the predicator, but Thai is &gy right branching language.
Additionally, both postverbal aspect markers and posbienodal markers have semantic scope
over the VP itself, so they they must be generated above VAng¥#ement accounted for the
ability of post-VP aspect markers to serve as the predicatbich also accounted for the ability
of preverbal aspect markers to occur after the VP just in easgther post-VP aspect verb was
present (se@l)). The data below demonstrate that these same argumentfohaiddal markers,
as postverbatlaj allows preverbal markers likey to occur postverbally:

(61) a. Nattdy Kkin tharianda;.
Nat musteat durian can
b. Natkin thGriantdy daj.

Nat eat durian mustcan
‘Nat must be able to durian.’ (cWisonyanggoon 20QG:h. 4, ex. 81)

Again, tiy cannot occur postverbally in the absencelajt

(62) *Natkin thUriantan.
Nat eatdurian must
(cf. Visonyanggoon 20QCh. 4, ex. 80)

This shows that perhaps the account of postverbal aspekersan sectior2.3 by VP-movement

should be extended to postverbal modal markers, as showwbel
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(63) Modog.icP

‘ — MOdOBLIG IVIOdABLEP

tharian |
tﬁg([EP'ﬂ) /\

VP Modg, ¢

,,,,,,,,,,,,,,

The optional movement pasgiy can be accounted for if an EPP featuredais optionally perco-
lated up to higher functional projections (though see bgld®esides negation, the predicator test,
and the postverbal occurrence of preverbal aspect makkism)yanggoor{200Q ch. 4) presents an
additional argument for movement from coordination. Iniddd, Simpson(2001) argues in detalil
against an analysis whereby the postverbal modal markeigates the whole VP or clause. His
arguments focus on the lack of island effects in the movedWiRh he accounts for by claiming
that the elements can escape the VP before movement (or, reginemove from the lower copy of
the VP), which is not subject to these restrictions. He shibasstrue clausal subjects, in contrast, do
show these restrictions. While there is not space to reviewf this evidence, there is good reason
to conclude that VP-movement is the correct account of tistvpdoal position of both aspect and
modal markers in Thai.

This rudimentary discussion is sufficient to show that thetay of aspect and modality are
quite similar. Both categories are indicated with severalkars, whose verbhood can be established
based on tests such as the predicator diagnostic and negatiese tests reveal that verbal heads
exist both before and after the VP. In both cases, the verlakers occurring after the VP take

scope under those before the VP, and they allow preverbdersato occur after the verb. These
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facts have been accounted for in the literature with VP-mwam@, a proposal that seems to be

supported by the available data.

2.5 Tense

Thai lacks obligatory tense marking on verbs or auxiligréexd lacks inflectional tense mor-
phology of any kind. So just as sentences can be vague wigkece® aspectual interpretati¢a?),
they can also be vague with respect to temporal interpoetati
(64) Natkin tharian.

Nateatdurian
‘Nat eats/ate durian.
Of course, the temporal vagueness of sentences like (64peamecisified with the addition of
adverbs which make reference to time:
(65) a. Natkin thrianmoa-waan-nii.
Nat eatdurian yesterday
‘Nat ate durian yesterday.’
b.  Natkin thdrianphrag-nii.
Nat eat durian tomorrow
‘Nat is going to eat durian tomorrow.’
Thus, when talking about yesterday, the event being reféaes clearly in the past, and when talk-
ing about tomorrow, the event occurs in the future. Howether fact that an expression makes ref-
erence to time does not necessarily provide evidence for@djBction Lin 2005 2010 Sybesma
2007, cf.).

I will put adverbs aside in this section, and focus instead particle which has been claimed

to realize future tense. The firstda?, which | included with the aspectual verbs in sectt8 table

(34), as meaning ‘about to,’ the analysiskifenig and Muansuwaf2005. In the literature, though,
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ca is often called future tense (e.¢ganchanawan 1978nd in the appendix a€inque 1999 as
represented by simple cases like the following:
(66) Natca? kin thGrianphrig-nii.

NatCcA eatdurian tomorrow

‘Nat is going to eat durian tomorrow.’
This sentence is more natural out of context than (65-b) vbal and the contribution @& ? clearly
relates to the events’ occurring in the future. Additiopath? occurs in infinitival complements of
control and raising verbs. However, we will see ttét can be used in counterfactual environments
similar to Englishwould and thus has no direct relationship with futurity per sstéad, the correct
characterization ofa? seems to be as a pure marker of prospectivity, and is thusias=s with
a range of meanings associated with events occurring inutlueef of some reference time. Thus,

while it could be identified as a T head, its semantics seene madated to modality than to tense.

2.5.1 Prospectivity versus futurity

In the traditional Reichenbachian approaches to the sérsarfttense and aspect, they are

distinct and cross-cutting categories. Thus, cases af"tanse like the past tense marker of English
can freely occur with most different aspectual categondbe language. This demonstrates that the
primary function of genuine tense marking is to make refegeio the times at which eventualities
occur relative to the speech timédmrie 1985 Enc 1997.

While future tense is probably the most common analysisadf in the literature, it has
also been analyzed as a prospective markkrapsuwan 2002Koenig and Muansuwan 2005
modal marker of intentionisonyanggoon 2000or potentialityMuansuwan(2002, and a marker
of “challengeability” (wasaki and Ingkaphirom 200%r irrealis mood Rangkupan 2001 In a

way, the hesitancy of all of these analyses to lala€l a future tense marker reflects the authors’

awareness that its use extends beyond pure futurity. Sortees®é meanings are briefly reviewed



Chapter 2: Thai Clause Structure 53

below.

To begin, the following example indicate that? is not restricted to marking future tense, as
it can occur in sentences which are about past events:
(67) khawca? ?aan nangstu méa-khaun . .. tée faj  dap

3P CcA readbook last.night but powerout
‘He would have read last night but the power was out.’

(Visonyanggoon 20QGh. 4, ex. 35)

mua-waan-nii phomca? payhaa phaan ... tee paymaj daj phrd puatthdoy
(68) i ii phdmca? ha hi ¢ aj daj phrd? puatths

yesterday | CA go searchfriend butgo NEG canbecausgpainstomach

‘Yesterday | was going to see my friend, but | couldn’t go heseal had a stomachache.’

(lwasaki and Ingkaphirom 200%. 125)

The speaker in this context is recollecting the anticipatd the future at some past event, the
reference time. Because the reference time is prior to tieeamce time, the occurrence @f? in
these sentences is compatible with an analysisidfas a modal or aspectual marker, but not as a
tense marker.

Another place wherea? is found is generics where the speaker is uncertain abowuetaeity

of the given claim:

(69) pOkkatitréffik man ca nén maak

usually traffic 3INAN CA crowdedvery

‘Usually, the traffic is very crowded, right?’ Iwasaki and Ingkaphirom 200%. 126)
This occurrence ofa? seems to indicate that its meaning does involve a modal coero Thus,
the best characterization o&? seems to be a prospective modal with generally irrealis mgan
which denote futurity relative to some reference time, butially not the speaking time.

In section2.3, we saw thata? does not function as a predicator, nor can it be negated. We

also saw that it does not block the verb from serving as a gaéali, repeated below, which we took
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as evidence for the specifier status of other aspectuaties{49):.

(70) a. Q:Naka? kinthUrianmdj?
NatPROGeatdurian Q
‘s Nat going to eat durian?’

b. A:*ca?
PROG

c. A:*ca? kin
PROGeat

d. A:kin

PROGeat
‘Yes, he is.’ (cf.Visonyanggoon 20QCch. 4, ex. 43)

Another possible analysis ofi? is as a modal head located higher than Pol in the clausal,dpine

which case it could not move to the Pol projection nor woulddick the verb from moving there:

(71) ModR.or
Modpor PolP
@ Polyy, VP
‘ /\
kin \Y DP
| t;  tharian

| |
L — 2

In the response to a polar question, the only element thatjigsined is the polar head. The fact that
ca? cannot be negated seems to indicate that it is not a [+V] lthadgh it still occurs in the clausal
spine.
A final environment forca? suggests that this approach is on the right traekoptionally
occurs in the complement of certain auxiliary verbs. An eglenis given below:
(72) Nat?aat (ca?) kin tharian.
Nat probableroT eatdurian.

In these environmentsa? is optional. Its semantic contribution is not immediatebyious, as the
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meaning of the sentence does not change when it is abseist. gk §ome verbs that allow it in their

complement indicates further that it is a kind of potentia@rker (wasaki and Ingkaphirom 2005

p. 130) :

(73) kitap ca? ‘almost, nearly’
mak ca? ‘likely to’
diaw ca?  ‘will immediately’

chdk ca? ‘begin to’

khuan ca?  ‘should’

naa ca? ‘should’

khor ca? ‘probably, likely’
Paat ca? ‘probably, could’
kamlar) ca? ‘about to’

All of the predicates signify some likely or imminent actiddne possibility is that these are raising
verbs which take infinitival clausal complemendeitks 2006, based on the ability of negation to

occur in both the upper and lower clauserfks 2008**

(74) vp
DP v
PN /\
Nag VP
: /\
| Vv CP
|
\
|
| faat ModPeor
: /\
: MOdeT vP
| | /\
} ca DP v
: o /\
| ti (Y VP
\777777777777777777) N
V DP
‘ —
kin  thlrian

The predicator test seems to support this analysis, whigale thatca? must be repeated with the

" Eor a different approach, s&nghapreech&2010.
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higher verb:

(75) a. Q:Nafaat ca? kin thrianchajmaj?
Nat probableroT eatdurian true Q
‘Is it true that Nat is probably going to eat durian?’

b. A:?aat ca?
probableroT
‘Yes, he probably is.

c. A:*?aat
probable

d. A:*Kkin
PROGeat

(cf. Visonyanggoon 20QQh. 4, ex. 102)

This pattern is reminiscent of VP-ellipsis licensing by theglish infinitive markerto, which is

also obligatorily included with a higher auxiliary or raigi verb:

(76) a. Q:Does John have to leave? (hafl...)

b. A:Yes, he has *(t0). (..hks/...)

The parallels between the English and Thai patterns akengiriBothca? andto select lower verbs,
and neither is a verb itself. In addition to the ellipsis tisgng pattern above, likea?, to has been
noted to contribute tense semantics particular to infieitiGtowell 1983, and is analyzed as an
Infl head byChomsky(1986 p. 11) in his reformulation of phrase structure.

Proposals accounting for the response pattern in (76) andigiribution of VP-ellipsis be-
low infinitival to argue that the relationship betweemand the higher verb is subject to head-
movement-like constraints. F@agona(1988), this is becaust must be phonologically bracketed
with preceding material, while focobeck (1990, because the higher head governs the trace of
to after incorporation. In either case, the parallels prov&teious support for an analysis @f?

as a high clausal head. In summary, whil& does seem to have syntax which we might expect
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from a high clausal head, its use beyond future tense maikdigates that identifying it as &°
head is somewhat misguided. However, it does seem to oceuhiigh clausal head in roughly the
same position in tense. While | do not resolve this issuetroboomplements of infinitives will be
discussed again, in sectidn3.3

Abusch (1985 proposes that Englistvould and will involve the combination of a modal
marker,woLL, which combines with either past or future tenMatthewson(2006 observes that
in St'at'imcets, there is an overt morphe&h which seems to be the equivalentvedLL, minus
tense marking. This also seems to be a viable analysis of dfaithough it is not clear to me
how to accommodate the generic usecdf into this view. Likewise, the alternation between
Thai sentences with and withoud? is similar to Burmese, where the basic distinction is betwee
realis and irrealisQomrie 1985 pp. 50-51). This distinction marked by a pair of sentenoaHi
particles in complementary distributiorte for realis andmefor irrealis. As Burmese is a head-final

language, these final particles are likely heads and thsis egjuivalent to Thata? in that way.

2.6 Adverbs

In this section basic facts about adverbs in Thai are intedu The main point will be that
adverbs attach on the right in Thai, and that while some ddwean be topicalized or scrambled, this
operation is restricted both to a subset of the availablerdxdvas well as a few restricted positions

at the periphery of the clause.

2.6.1 Rightward adjunction and focus

At the beginning of sectio.1, the rigid word order of Thai was discussed in relation to the
VP and the arguments inside the VP. It was observed thahaltarguments occur in a fixed order

in Thai, and that adverbs must follow the VP. A more completegdigm is given below, showing
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that the aspectual advetfrw ‘already’ can only occur at the right edge of the VP:

(77) a. Nafyp kin thGrian] 1éew.
Nat eatdurian already
‘Nat already ate the durian.’

b. *Natkin léew tharian.
Nat eat alreadydurian

c. *Natléew [vp kin thlrian].
Natalready eatdurian

d. *léew Nat[yp kin tharian].
alreadyNat  eatdurian

The rigidity of this rightward position for adverbs folloir®m the standard assumption that adverbs
are adjuncts in conjunction with a language-particulaipprty of Thai that places adjuncts on the

right.

(78) [vp [vp Kin tharian ] [advp 1éew | ]

The VP in (78) could of course beP, PerfP, or any other higher projection, depending on one’s
assumptions about functional structure.

Evidence for rightward adjunction in Thai comes from thepstgroperties of adverbs when
more than one occur. The following sentences contain botlamner adverb, presumably merged
low in the structure, and a temporal adverb, presumably edelnggher. The natural order for these
two elements is for the temporal adverb to follow the manmieeb. When the temporal adverb
occurs to the left of the manner adverb, the temporal adeariierpreted with focus:

(79) a. Nittet maareey-reen mia-waan-nii
Nit kick dog hard yesterday
‘Nit kicked the dog hard yesterday.’
b. Nittet maaméa-waan-nii || reeg-reey

Nit kick dog yesterday hard
‘Nit kicked the dog hard YESTERDAY.



Chapter 2: Thai Clause Structure 59

This kind of variation in adverb order is taken @ynque(1999 p. 3) as an instance of focus-driven
movement, a deviation from the basic pattern. The inteagicets indicated in the glosses support
this conclusion. The generalization for focus seems to beiths the element immediately after
the VP which receives focus in Thai. Thus, neutral focus #dY is onreey-reen, while displacing
‘yesterday’ to the position immediately after the VP allaite receive focus. Further evidence that
this alternation is focus driven comes from intonation: fibreused element must be followed by a
pause, indicated by horizontal lines above. This is due dsqatic pressure to associate focus with
prominence by associating focused XPs with the edge of gbgital constituentsRiring 2009.
The fact that scopally ‘higher’ adverbs generally on théftrigpllows from the idea that ad-
verbs are rightward adjuncts, as adjunction structureskage rightwardness into hierchically su-

perior positions:
(80) [Vp [Vp [Vp kin thirian ] [Ava TEE-TEET) ] ] [Ava mﬁa—waan—nfi ] ]

Of course, LCA-based frameworks such as Cinque’s would ladlento make use of rightward
adjunction to account for these data, and would likely iadteely on successive leftward movement
of the VP above leftward specifiers. The independent evieldac VP-movement in Thai from
section2.3and?2.4 provides circumstantial evidence for this conclusion.

I will continue to assume the existence of rightward adjiamcthroughout this dissertation
without further comment. However, in chapt&the investigation of Thai quantifier float will lead

to a reconsideration of the sources of rightward adjunction

2.6.2 Adverb mobility and topicalization

While all Thai adverbs can occur sentence-finally, only thigdverbs, such as ‘yesterday,’

can be fronted to an initial position:
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(81) a. maa-waan-nii Nittét maareen-reen
yesterday  Nit kick dog hard
‘Yesterday Nit kicked the dog hard.’
b. *reeyreen Nittét  maamda-waan-nii
hard Nit kick dog yesterday
Movement of the adverb to the sentence-initial positionna@il-a) can be seen as an instance of
topicalization. Whether an adverb admits topicalizatiorr&sponds to its syntactic height, provid-
ing further evidence that elements’ position farther torilght corresponds to structural height, at
least as a default.
Another distinction between ‘high’ and ‘low’ adverbs is tinaanner adverbs cannot scramble
to the right of sentence-final honorifics:
(82) a. Nittet maareey-reen khap
Nit kick dog hard HON:MSP

‘Nit kicked the dog hard.’

b. *Nittet maakhap TEEI)-TEET)
Nit kick dog HON:MsP hard

In contrast, time adverbs can scramble to the right, thobgh iust be preceded by a clear intona-
tional break:
(83) a. Nitttt maAamaa-waan-nii khap

Nit kick dog yesterday = HON:MSP

‘Nit kicked the dog yesterday.” (polite)

b. Nittet maakhap miia-waan-nii

Nit kick dog HON:MSP yesterday

‘Nit kicked the dog, yesterday. (polite)
The interpretation of the adverb in (83-b) resembles amthtiaght, and it is unclear how it should
be incorporated into the syntactic structures we have stgde

The basic distinction between whether a given adverb cant fmobe scrambled to the right

could be made to follow from more fundamental propertiehiefadverb, such as the height at which



Chapter 2: Thai Clause Structure 61

it must be merged into the clause. The basic idea is that Hubssrbs which are fixed in the VP-final
position are merged belowP, while those which can scramble to the left and right areaorbe,
merged aboveP. An alternative conception of the data would be to claint thanner adverbs are
not adjuncts at all, but occur as part of a rightward brargisimell structure within VP, as proposed
by Larson(1988 and Cinque(1993 for English. Deciding between these two hypotheses would

take us beyond our current goal of establishing basic fdaistar hai clause structure.

2.7 Summary

This section provided an overview of Thai clause structuvd-internal arguments were
shown to be rigidly ordered. It was shown that adding add#i@rguments to the clause, whether
internal or external, involved the addition of an overt heathlyzable as a light verb.

The syntax of aspect and modality is more complex. The @iffewords that mark these
categories exhibit distinct syntactic behavior, for onghieir distribution before or after the verb,
but also in their ability to license VP-ellipsis (i.e. to geras predicators) and negation. Along
with Visonyanggoor{(2000 andSimpson(2001), it was argued that a small class of verbal VP-final
aspect and modal markers trigger VP-movement to their §pedialso concluded that the putative
future tense markata? is a high modal head marking prospectivity.

The last section briefly examined the distribution of a smalnber of adverbs and argued
that they could be transparently analyzed as right-adjbinghe clause. It was shown that Thai ad-
verbs differ in their ability to be scrambled and topicatizeorresponding roughly to their structural

height.
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Thal Noun Phrase Structure

This chapter presents an overview of Thai noun phrases. thikgrevious chapter on the
clause, this chapter progresses systematically from ensdhuctures to larger ones, beginning with
bare nouns, then proceeding to classifiers, plural markjungntifiers, and finally looking at a num-
ber of deictic markers. | will not discuss relative clausesther modifiers in this chapter, though
this is a major topic in the next two chapters.

A brief note on terminology: while the term “noun phrase” ised for the complete con-
stituent headed by a common noun, the terms “NP” and “DP” aesl un more technical senses
to refer to the maximal projections of the lexical noun andrcfional head equivalent to English
articles, respectively. | may sometimes use DP to refer@actimplete extended projection of the
noun, sometimes interchangeably with “noun phrase.” Irtrasty the term NP is used to refer to
the immediate projection of the noun, including its compems or modifiers, but excluding higher
functional projections such as classifiers phrases (ClfBisgxample.

Unlike the previous chapter, where the focus is primarilyspntax, this chapter focuses both
on syntax and semantics. The reasons for this are twofoldt, Fine the issues dealt with in the

core part of this dissertation are all problems at the iate&gfas much as they are purely syntactic
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issues. As such, having a clear groundwork for the syntaxsanthntics of Thai noun phrases is
essential. Second, most of the clear arguments for thessthtaare nouns as kinds are due to their
semantics. The first half of the chapter deals more with séosamvhile the second half, beginning
with section3.2.3 deals more with the structural properties of Thai noun gésa

The Thai noun phrase has been a popular dissertation tobaptérs 2-4 oVisonyanggoon
(2000 deal with NP movement and nominal modificatistmokiattikoon (2001) studies classifiers
in detail, andSingnoi(2000 investigates noun phrases generally from a constructiamignar per-
spective, including clear presentations of compoundirdyreominalization in Thai. More recently,
the dissertation bRPiriyawiboon(2010 presents a more fine-grained discussion of the semantics of
Thai nouns and noun phrases as well as a syntactic analysisrdforder. Piriyawiboon’s work
is particularly important as it takes important steps tasgproviding a semantics for Thai noun
phrases. Other dissertations on Thai noun phrases inEladpadung1989, Savetamaly#1989),
andStein(1981). The latter, written in the framework of Montague Gramnsarves as one of the
first formal semantic implementations of noun phrases incdesifier language, and in many ways
anticipates the semantic analysis of classifier&Kifka (1995 and Chierchia(1998 presented

below.

3.1 Bare Nouns

This section discusses the distribution of bare nouns in, Theusing on their possible in-
terpretations in different contexts, and how these inttgtions can be accounted for semantically.
Thai bare nouns can freely occur as arguments. These nouvas liexible interpretation, partially
modulated by the choice of predicate. In this section, tlechapproach o€Chierchia(1998 2010
is adopted to Thai. Followingrifka (1995, Chierchia proposes that common nouns in classifier

languages are interpreted as kinds, a€arlson(1977’s analysis of English bare plurals. This
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proposal accounts for several properties of nouns in thesgubges including the availability of
bare nouns in argument position, the scopelessness of bans,nthe absence of obligatory plural
marking, and the obligatory use of classifiers with numerdssimilar extension of Chierchia’s

theory was recently provided ®iriyawiboon (2010, whose analysis is very similar to the one |

provide below, though details sometimes differ.

3.1.1 Bare nouns as kinds

To begin, observe that in both subject and object positityaj hare nouns can be interpreted
as singular or plural, definite, or indefinite:
(1)  thOrianmén

durian stink

‘(The/a) durians stink(s).’ (cfPiriyawiboon 2010ch. 3, ex. 1)
As we saw is true for vagueness in Thai with to aspect (se@iBnand tense (sectio.5), the
vagueness of bare nouns can be precisified in a number of wajisding by context. While the
other sections in this chapter deal with the overt syntantchanisms for specifying the semantics
of nouns, this section focuses on the interpretation of bawns. This will serve as important
background for the semantics of classifiers and pluralsdluited in the following sections as well.

Chierchia(1998 observes that “generalized classifier languages,” sudtihasand Chinese,
have the general ability to use bare nouns as argumentsditicadto allowing arguments to serve

as bare nouns and having generalized classifier systemsicGiai observes that these languages

!As the analysis is presented quickly, the theoretical caott may seem stipulatory to those with unfamiliarity
with Chierchia’s type-shifting approach. S€hierchia(1984), Partee and Root(l1983, andPartee(1987) for more
background on the theory of type-shifting.
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lack obligatory articles or plural marking.

Chierchia argues that this cluster of properties follovesrfra parametric difference in how
nouns are interpreted in different languages, a differéredabels the Nominal Mapping Parameter.
In some languages, such as Thai and Chinese, nouns musebaréted as kinds. In Romance
languages, on the other hand, where bare nouns can gerambllpccur with articles, Chierchia
proposes nouns are interpreted as properties. BecausistEalipws both kind-based and indefi-
nite uses of bare nouns, but requires articles for definitenrghrases, Chierchia proposes that in
English and other Germanic languages, nouns can be intedpas kinds or as properties. While
Chierchia’s proposal remains controversial, as it propgsgametric variation in the lexical com-
ponent of language, it has been quite influential. Analygesoans in ChineseMang 2000 and
JapaneseKurafuji 20049 have been successfully pursued under this view. Most itapty, it re-
mains the only unified explanation for the correlation betwée absence of articles, the absence
of obligatory plural marking, the presence of generaliziedsifiers, and the general availability of
bare nouns in classifier languages.

To understand what is meant by ‘kinds,” some background oraséc plurality is needed.
Assume that in a given situation there are three duriangma;, durian b, and durian c. Following
work by Carlson(1977 andLink (1983, we can represent the domain of durian in such a situation

with the semi-lattice below:

2These last points are frequently misunderstood by Chiaichiitics. We will see in sectioB.3that Thai does have
a manner of marking plurality, but unlike in inflectional tarages, it is never obligatory. Likewise, it has been claime
that certain uses of demonstratives and the numeral ‘on€hai is article-like, butPiriyawiboon(2010 demonstrates
that these syntactic items are not bona fine articles (s¢i@s&c5). Like with plurals, the clearest indication that these
are not true articles is that they are never obligatory.

3The Nominal Mapping Parameter has been challenged by a muwhbathors based largely on the observation that
not all languages neatly fall into one of Chierchia’s catézg In particular, many languages, such as Hindi and Baossi
allow bare nominal arguments, but contain plural markintheathan classifier systemBdyal 2004. Of particular
interest in this category is Brazilian Portuguese, whitbvwes both bare singular and bare plural nouBshimitt and Munn
1999. Wilhelm (2008 argues that Déne $ipé presents a challenge to Chierchia’s generalizatisrtha Athapaskan
language allows bare nouns but lacks both plural markingciassifiers. Indonesian has been argued to contain a means
of plural marking as well as a generalized classifier sysi&hutig 200D. SeeChierchia(2010 andDayal (20113 for
more recent discussions of these cases and others. Nonesefdilguments really undermine the idea that bare nouns in
these languages can denote kinds, the best evidence fdn ighstll the scopelessness of bare nouns (see se2tlod.
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(2) {a,b, ¢ — kind
{a,B} {a,¢ {b,c} «— sums (plural individuals)

a b c «— atoms (individuals)

The top element in the semi-lattice is the set which is themmif all the sets below it. This set
is the extension of the kind, literally all the durians in &egi world or situation. The middle line
represents sums or partial unions of individual duriansclkvin this case might be the denotation
of noun phrases like “two durians.” The bottom line représendividual durians, which will be
referred to as atomic individuals or atoms in this model. Tives between the sets represent the
subpart relations, read from bottom-to-top, which is a transitive relatiow. {8} < {a, b, c} (to be
read as “c is a subpart of the sum a-b-c”). The subpart relatid play a crucial role in spelling
out the semantics of kind denotations.

Returning to bare nouns in Thai, the kind denotation of a commoun likethlrian can be

seen as a function from a world or situatierto all of the durians in that world:

(3)  Aw|[DURIAN,,| = DURIAN

Above, ‘DURIAN’ stands for the durian kind. | will use a small caps to indécatkind constant, and
a lowercase k as a variable for kinds. Kinds are of type), s being the type of worlds, which is
generally supplied by the context.

Chierchia’s approach is grounded in the theory of nomia#ibn and predicativization de-
veloped inChierchia(1984. There, he proposed that kinds and properties have caaxgéecoun-

terparts. So the counterpart to the durian kind is the dutaperty, given below:

(4)  Az[DURIAN(z)] = DURIAN
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Chierchia introduces two symmetric logical operationsniapping logical expressions from
individuals such as kinds to predicates and back. The filstation, ‘down,’ represented'’, maps
properties to kinds (5-a), while the second operation, hepresented“’, maps kinds to properties

(5-b).

(5) a. "DURIAN= (XDURIAN(X) {e,ty — (e)
b.  “di = Ax[x<K] (e) — (e, t)
C. “Y"DURIAN = DURIAN

d "Yd,=d (cf. Chierchia 2010ex. 33a-b)

‘Up’ and ‘down’ are both injective functions, meaning thia¢y preserve the distinctness of elements
in their domain; no two kinds are mapped onto the same prgert vice versa. This entails that
the functions can be undone, as is shown in (6-c) and (6-d).

While bare noungan be given an analysis as kinds, an equally important quesiovhy
theyshouldbe given such an analysis. There are several argumentsdqasition in the literature.
The simplest argument, also one of the strongest, is thay émeguage that allows bare nouns can
use them to refer to kind€3erstner-Link 1988 Thai, of course, is no exception:

(6) niu klaj stunphan

mousenearlyextinct

‘Mice are nearly extinct. Piriyawiboon 2010ch. 3, ex. 2)
The predicatesiunphan‘be extinct’ requires a kind-denoting subject. While baceims can have
other meanings in Thai, in the framework | am adopting thennglrase in (6) is primary, and the
other meanings for bare nouns, including indefinites, desieand definite meanings, derive from
the kind meaning, as will be shown below.

Piriyawiboon (201Q pp. 55-60) points to a number of empirical arguments supppthe

analysis of bare nouns as kinds for Thai. One of these is tttetiat bare nouns are vague with
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respect to number. Thus, a sentence like the following makesommitment with respect to the
plurality of the bare common noun:
@) Natséu nanstu
Nat buy book
‘Nat bought one or more books.’
The number the object is vague between a singular and a peading, just as it can be vague in
terms of definiteness, as was shown in exanfpleArguments for vagueness and against ambiguity
are given in sectio®.3.1 The vagueness of bare nouns with respect to number is prddiy the
kind analysis of bare nouns because the domain of kindsdeslboth individuals and pluralities.
Chierchia(1998 notes that if nouns in classifier languages are kinds, theyldvnot be

expected to show a true count vs. mass distinctiBiriyawiboon (2010 shows that this predic-
tion holds of Thai, as predicative quantifiers suchjg#s‘much/many’ andndj ‘little/few’ do not
distinguish between mass and count nouns:
(8) a. (mii) rOup ndojljs?

(have)picturea few/a lot

‘There are a few/a lot of pictures.’

b. (mii) ndamnjoj/jd?
(have)waterfew/much
‘There is a little/a lot of water.’ (cfPiriyawiboon 2010p. 58)
The absence of quantifiers that combine directly with nourtsraflect the count vs. mass

distinction in classifier languages can be accounted forhieyidea that kinds lack the internal
complexity of properties. While count properties contaionaic units, and mass properties do
not, kinds do not reflect this distinction because they gk only the totality of the property
(cf. Chierchia 1998201Q Link 1983. While classifier languages do manifest a count vs. mass
distinction, it is through the classifier system, which instances of the kind, rather than at

the level of bare nouns (c€heng and Sybesma 1999
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3.1.2 Deriving different interpretations of bare nouns

The ability of bare nouns in Thai to function as argumentsindevel predicates is the most
basic argument for their interpretation as kinds, albettangery compelling one, given that bare
nouns can also be arguments of object-level and generiicpted, as we will see in this section.
Following Carlson(1977 andChierchia(1998, | take the interpretation of kind-denoting nouns to
be dependent on the sort of predicates with which they oddthile kinds need no modification
when they occur with kind-selecting predicates (this s&laccan be captured by a type-driven
semantics if we allow the system of types to be sorted), wheynaccur with object-level predicates,
some adjustment must be made. The derivation of theseatiffeoun phrase meanings from kinds
is provided below.

Beyond kind-level contexts, and putting aside predicatises of noun phrases, there are
basically three other ways in which bare nouns can be irgtggdrin Thai. These are 1) indefinite,
2) generic, and 3) definite. | walk through the derivation aéle of these meanings from the kind-
based meanings of bare nouns below.

In Thai, bare nouns can be interpreted as indefinite both bjestiand object position. In
subject position, the saliency of the indefinite interpiietais aided by the addition of a topic before
the subject NP. This might be because the subject NP has enentb be interpreted as a topic in
the absence of such an advérBonsider the following example:

(9) m#iawaan nUu  khawmaa najkhrua.

yesterdaynouseenter comein kitchen
‘Yesterday a mouse/mice came into the kitchen...” Pirigawiboon 2010ch. 3, ex. 2)

In this sentence, what is being claimed is that the thing whém into the kitchen was some actual

1The availability of indefinite interpretations of bare neumas been the topic of some debate in the literature on
Mandarin ChineseCheng and Sybesna999 claim that such interpretations are unavailable in sulgesition. Yang
(200Q ch. 2) has showed that such interpretations are indeethblagiand like in Thai, they are made more salient by
the addition of an independent topic. The free availabiityndefinite interpretations is expected under the progose
analysis.
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mouse, rather than all representatives of the mice kindeamibrld (or so we hope). Yet the subject
denotes a kind; how can this be?

Chierchia(1998 p. 364) proposes that episodic predicates like the predioa(9) require
an object-denoting argument, and the insertion of a kintbtleg argument results in a type mis-
match. The grammar provides a way of automatically fixing thismatch by a semantic rule called

‘Derived Kind Predication’:

(10)  Derived Kind Predicatior{DKP):
If P applies to objects and k denotes a kind, then

[P = 3x[7k(X) A P(X)]

DKP introduces an existential quantifier that binds the lengt position of the predicate rather than
let it be occupied by the kind argument. The kind argumeedfiis shifted to a predicate, whose
argument is bound by the same existential quanfifiépplying DKP to the sentence in (9) derives

the interpretation below, representing the VP as an unaedlintransitive predicate for simplicity:

(11)  RUN.INTO.THE.KITCHEN(Mg) = IX[¥Mi(X) A RUN.INTO.THE.KITCHEN(X)]

This is the desired meaning, with existential quantificatbyer a ‘mouse’ property. DKP can also
account for the number vagueness of bare nouns in Thai. €ras)plg(9), like examplg7), would
be judged as true if more than one mouse ran into the kitchstengay. This is because when
applies to the kind, the resulting property contains botlrgdland singular individuals. Thus, the
variable bound by: ranges over both singularities and pluralities, accogntin the flexibility of

bare nouns with respect to plurality in existential corgext

S“Automatic” existential interpretations for bare argurtsehave been a standard analysis of certain kinds of existent
readings since the existential closure rulédeim (1982 (see alsdiesing 1992a Chierchia’s proposal follows the idea
of Carlson(1977, who argued that when predicates only hold of the entityetates of kinds, grammar provides a
semantic mechanism to mediate between the two.



Chapter 3: Thai Noun Phrase Structure 71

Generic interpretations of bare arguments resemble etisténterpretations. The main dif-
ference is that rather than having a quantifier be introdixged semantic rule, genericity is inter-
preted as a quantifier which is introduced by an aspectug@giion of the verb, where it takes the

subject NP as its restriction and the VP as its s¢ope:

(12) a. ndu ?aasajtaam thondam. (generig
mouselive  downsewer
‘Mice live in the sewer. Piriyawiboon 2010ch. 3, ex. 2)

b. Gen(x]“mg(X) A LIVE.IN.SEWERX)]

As is the case with DKP, though, thé operation allows the kind argument to be bound by the
generic operator. The tacit assumption is thatill apply automatically due to the mismatch be-
tween the generic operator, which requires a predicates asdtriction, and the bare kind argument,
which is an individual.

This assumption leaves the definite interpretation of bawerphrases, which are allowed
in a wide range of sentences in Thai including individua&klepredicates, stage-level predicates,
and episodic sentences. Unlike generic and indefinite nbwasps, definite noun phrases are of
type{e), meaning that the presence of some DP-external operatootha relied on to derive the
meaning.

There have been two approaches to bare noun definitenesassifidr languagesChier-
chia (1998 assumes that definiteness in classifier languages is inepleah by a phonetically null

definite article (represented gs

(13)  Akex[Vk(X) ]

Chierchia proposes what he calls the “Blocking Principkai’ economy condition that regulates

SHere | am simplifying the semantics of generics somewhatthmiinterpretation in (12) is compatible with more
elaborated meanings. See the papefSarison and Pelleti€d 995 for a review of genericity. The idea that generics are
due to some quantifier originated wiGarlson(1977).
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availability of covert articles (p. 360, see aBayal 2004. In this system, covert articles are only
available if a language does not have the equivalent adiaetly. That is to say, because Thai does
not have an overt definite article, a definite article sucHL83 i§ freely available.

The problem with this view, noted bBorer (2005 p. 88-89) is that there is no reason
to expect that classifier languages lack articles. Thaf ihei semantics of definite operators in
classifier languages are essentially identical to definiterators in languages with articles, why
should classifier languages lack articles? We will returithts issue throughout the chapter, as
classifiers do derive property-typed expressions. | wjliarbelow and in chaptérthat classifiers
do require covert determiners to function as definite argume

Piriyawiboon(201Q p. 53) proposes instead that the definite interpretadhe kind in-
terpretation, modulo context. Specifically, she claimg {hst as kinds correspond to the largest
(supremum) plurality in a given world as its denotation, &irdie interpretation corresponds to
the largest plurality in a given situation smaller. Thisddeas been proposed elsewhdpayal
2011a Jiang 2011 Trinh 201Q. Under this view, definites are simply the extensional ¢erparts
of kinds, which can be derived simply by supplying a worldusngnt. We can label this operation

which derives definite interpretatioi@tuation Restrictionfollowing Jiang(2011):

(14)  Situation Restrictior{SR):
If P applies objects, and k denotes a kind, and some situati®@supplied, then

[PK)] =P(Ck) ins.

o~

Here the *” operation is given its montagovian interprietatas a function from intensions of type
(s, X) to extensions of typ€X), X a variable ranging over (possibly complex) types. SR thus
derives definite noun phrases, of tyfi, from kinds, of type(s, e), where the world or situation

is provided by the context. Under this view, the familianigquirement on definitesdgim 1983

arises pragmatically from the restriction of SR to contedataining an instance of the relevant
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kind. The existential cases examined at the beginning sfsiction result when no such context is
available, so DKP applies instead.

We thus have three semantic mechanisms for deriving the thterpretations of bare nouns
aside from the kind interpretation itself. The kind intesfation of nouns arises transparently when
nouns function as the argument of kind-level predicatestivBe Kind Predication applies as the
default whenever an object level predicate applies to a.kifhthere is a generic operator, on the
other hand, the bare noun kind can serve as the restrictorsobperator.

We have seen that given the mechanisms above, the variousnggavailable for bare nouns
in Thai can be derived. The fact that all of the meanings o€ lmexuns in Thai can be derived by
semantic machinery is not a very convincing argument foNReanalysis of bare nouns. However,
the ability of Thai bare nouns to receive these interpretatdoes constitute such an argument from
simplicity: if the available interpretations can be dedvieom a kind-based semantics, additional

functional structure has no explanatory power and shouldidearded.

3.1.3 The scopelessness of bare nouns

A further empirical argument for the kind-based analysibafe nouns, based darlson
(2977, comes from the fact that bare nouns in classifier languagescopeless, meaning they
scope below other scope-bearing operators in a sentendgis Isense, bare nouns in Thai are like
English bare plurals but unlike English noun phrases heagetthe indefinite articlea(n). Bare
nouns have been shown to be scopeless in both Mandarng (2000 and ThaiPiriyawiboon
(2010. This argument is repeated below.

Consider the following pairs of English sentences, filGarlson(1977, ch. 2):

(15) a. Miles wants to meet a policeman.

b. Miles wants to meet policemen.
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(16) a. Everyone read a book on giraffes.

b. Everyone read books on giraffes.

a7 a. John didn't see a spot on the floor.

b. John didn’t see spots on the floor.

In each of the examples above, the (a) sentence is ambig@eiwsdn a wide and narrow-scope
reading for the indefinite. On the other hand, the bare pliurdhe (b) sentences can only be
interpreted with low scope. If bare plurals were simply fiinige plurals, as had been argued by
others before, there would be no plausible explanationHisr difference. Thus, Carlson argues
that this difference constitutes evidence that bare gutalt not indefinites, should be analyzed as
kinds.

Bare nouns in Thai and Chinese show nearly the same effdatjithuthe additional compli-

cation that definite interpretations of bare nouns are alaiedle:

(18) a. Nityaakphoptamruat
Nit wantmeetpoliceman
i. ‘Nit wants meet a policeman/policemen.’ (wantd, *3 > want)
ii. ‘Nit wants to meet the policeman/men’

b. Nityaakphoptamruat saam khon
Nit wantmeetpolicemensomecLF
i. ‘Nit wants to meet three policemen.’ (wantthree, three>= want)
ii.'Nit wants to meet the three policemen.

(19) a. thik khon?aan nan-stu réan jiiraap
everyCLF readbook aboutgiraffe
i. ‘Everyone read a book/books about giraffes’ V%3,*I>V)
ii. ‘Everyone read the book(s) about giraffes’

b. thOk khon?aan nan-stu réar jirdap saam lém
everyCLF readbook aboutgiraffe somecLF
‘Everyone read three books about giraffes’ (everthree, three> every)
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(20) a. chamgj hénmeew najhdor
I NEG seecat in room
‘I didn't see a cat/cats in the room.’ —(>3,*3> )
‘| didn’t see the cat(s) in the room. Piriyawiboon 2010p. 45)

b. chanmaj hénmeew saam tua najhdor
[ NEG seecat in room

‘I didn’t see (the) three cats in the room.’ (netthree, three> not)
Unlike English bare plurals, Thai bare nouns do show an anilgigvhen they occur with other
scope-bearing elements, but the ambiguity arises fromefiaite interpretations available to Thai
bare nouns rather than the differences in scope. When Thairzans are indefinite, they must
receive low scope, as the (a-i) examples demonstfitéerchia(1998 p. 369) shows that the low
scope of bare nouns is predicted by Derived Kind Predicatisrkind-level expressions must be
interpreted in their surface position.

Clear evidence that the ambiguity in definiteness in Thae beouns is distinct from the
scopal ambiguity of English indefinites comes from the mplétiambiguity of Thai noun phrases
with numerals both in scope and definiteness, shown in thexd@ples. The fact that numerals do
allow scopal ambiguity indicates that they can be integatevith genuine existential quantifiers.
Thus, the inability of Thai bare nouns to receive wide scopkicates that they do not project a null
existential quantifief.

The unavailability of the definite interpretation in Englisare plurals arises from the avail-
ability of definite the via the Blocking Principle, which prohibits covert semantperators when
overt ones are availabl€bierchia 1998Dayal 2004. The ambiguity between definite and scope-
less interpretations bare nouns in Thai thus follows froeutiavailability of a definite article, and

the availability of Situation Restriction as a means to eshidefinite interpretations from kinés.

"For more on the definiteness ambiguity of numerals, see eh&pFor more on the scopal ambiguity of quantifica-
tional expression in general in Thai, sge

8In section5.4.], Situation Restriction will become relevant again, as fiatlassifier languages allow definite inter-
pretations of bare nouns. It is proposed there that this nsigtply because such languages lack access to SR.
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Thus, scope provides empirical evidence for a divide betwssse nouns on one side and
indefinites on the other. The scopelessness of bare nouns shat they are empirically distinct
from nouns with articles, and thus should not be analyzed &limg recourse to null articles, at
least not ones with any semantic content. Furthermore, uhaalways denoted properties, the
absence of articles in classifier languages would be unegbed.ikewise, there is no reason to
expect that these languages would not have obligatory Iplundnich would occur in exactly the
same positions as plurals in familiar western languagestedual, they have classifiers, which realize
the count/mass distinction independently. Both propgifalow from a kind-based view.

The analysis of bare nouns as kinds in classifier languagesenassumed for the remainder
of this dissertation. For classifiers, we will see that tl@santics lends support to an independent
proposal in the syntactic literature which claims that therdvorder in Thai DPs involves NP-
movement. Additional crosslinguistic data and the stafuseodebate on DP versus NP in classifier

languages will be revisited in secti@ of chapters and in the conclusion in sectiagh2

3.2 Classifiers

In the introduction to their article about numeral classsfien Thai, Hundius and Kolver
(1983 make the following observation (p. 165):

In comparison to other numeral classifier languages of the, drhai employs numeral
classifiers a) in the widest range of distribution in NP cangions, and b) in terms
of an extremely diversified network of separate classes.refbie, Thai (and its im-
mediate cognates) offer the most differentiated evidescm doth the syntactic and
semantic properties of this type of category.

This point is hard to overstate; every section followingthne in this chapter discusses the inter-
action of different nominal elements with numeral classsfieTherefore, an understanding of the

syntax and semantics of classifiers is essential to unaelis the Thai noun phrase as a whole.
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Like many languages in East Asia and mainland Southeast Abmi is a generalized nu-
meral classifier language, which means that nouns canneg serthe syntactic complement to
cardinal numerals. Instead, numerals combine with a sepayatactic element, the numeral clas-
sifier:

(21) a. thOriarsdaamlGuk
durian threecLF

‘three durians’

b. *thGriansaam
durian three

c. *sadamthdrian
threedurian
(21-b-c) show that numerals must occur with classifiers iai When tokens of a particular object
are being counted. Measuring or counting sub-kinds caomstidifferent ways of quantizing an
object. These different ways of counting depend on diffectasses of morphemes which have the

same putative distribution as classifiers.

3.2.1 A taxonomy for numeratives

There are a number of classifier-like elements, only someh@ftwcount as classifiers proper.
These expressions together form a natural syntactic ckssdbon their shared ability to immedi-
ately follow numerals. Following the rationale ldlindius and Kolve(1983 and others, | will refer
to these terms collectively amimeratives There are three types of numeratives, those that express
concepts extrinsic to the head noun, those that expresgtiatrinsic to the head noun, and those
that do not occur with any head noun at all.

To begin, the following examples represent numerative esgions that denote measures,

kinds, and containers:
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(22) a. din-nifansaamkson
clay threelump
‘three lumps of clay’

b. nadam-marsdamchanit
oil threetype
‘three types of oil’ Hundius and Kolver 1983. 168)

c. Yyaa-sii-farsaamidot

toothpastethreeCLF: TUBE

‘three tubes of toothpaste’
This class of measuring expressions has received differ@mies in the literature, including the
recent term ‘massifiers’‘Gheng and Sybesma 1999Despite its pith, this term is misleading as
these expressions can combine with count nouns as well asmoass. Moreover, they themselves
are countable. Instead, the teextrinsic numerativéabels this category best, as they “express some
notion of quantity or type which isxtrinsicto the lexical content of the head noun; they provide
additional information” Hundius and Kolver 1983. 168).

Extrinsic numeratives group together measure terms, ssithose denoting length or vol-
ume, container words, group terms, and nouns meaning ‘kinttype.” These numeratives are not
selective with respect to the head noun that they combirtg a# long as that noun can be feasibly
construed as being measured in terms of the unit expressib@ kytrinsic numerative. Mass nouns
are distinguished from count nouns by the fact that they céynambine with numeratives of this
type, a fact which can be attributed to the fact that masssidomot contain ‘stable atoms’ in their
extension Chierchia 2011

The second type of numerative expression is numeral clxssfiroper:

(23) a. nakriarsaamkhon
studentthree CLF:PERSON
‘three students’

b. cigcok sdamtua
gecko threeCcLF:BODY
‘three geckos’
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c. thdriansaamlOuk
durian threeCLF:BALL

‘three durians’

While | will refer to this class of expressions as numeraksiters or simply classifiers in this
dissertation, a more precise label wouldib&insic numerativedecause they rely on to semantic
features which are intrinsic to the nouns with which theyurcdundius and Kolve(1983 ar-
gue persuasively that classifiers do not emphasize diffemmnantic aspects of their corresponding
noun, as was claimed b&dams and Conkli(1973, arguing instead that classifiers add nothing
besides the ability to be counted, a characterization wikiclfiten labelled as their “individuating”
function in the functionalist literature (e.8isang 1999 For a survey of Thai classifiers and the
semantic features they refer to, ddass(1942, Hundius and Kolver 1983or Iwasaki and In-
gkaphirom(2005 ch. 5). Thai classifiers pick out semantic field based piilgnan social status
for humans and animate objects and shapes for inanimatetebjg the majority of cases, the
relationship is semantically transparent, if somewhatrabs

Classifiers are usually grammaticalized nouns in Thai. Inyntases, they occur as indepen-
dent nouns or as compounds. Thus, the classifier for rourettshin (23-c)]luk is also a noun
meaning ‘ball,” and productively forms compounds sucliiak-taa'eyeball.’ Like extrinsic numer-
atives, classifiers are a partially closed or semi-lexit@ss; as only a limited number of nouns in
the language function as classifiers. However, many noum&anfunction as their own classifier,
as the following examples show:
(24) a. khon saamkhon

personthreeperson
‘three people’

b. phrathéesaamphrathéet
country threecountry
‘three countries’
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c. laaj saamlaaj
patternthreepattern
‘three patterns’
Below, this “repeater” construction will provide an argurhéor the NP-movement analysis of Thai
noun phrase structure.
The third class of expressions is much more limited, cormmisf those numeratives that
have no corresponding head noun:
(25) a. Ssaanwan

threeday
‘three days’

b. saanbaat
threebaht
‘three Baht’
This group of classifiers are referred to as ‘independerssifiars’ byHass(1942 p. 204). The
majority of these classifiers, perhaps all of them, condish@netary terms and time expressions.
That being the case, it is plausible that this category iagiic on the availability of a null head
noun meaning ‘money’ or ‘time’, in which case independeassilfiers could be collapsed with the

extrinsic numeratives.

3.2.2 Classifier semantics

The commonest view of classifiers, representeKhfka (1995, Chierchia(1998 2010,
and before them in slightly different forrtein(1981), is that they are relations between the (kind)
denotation of the head noun and numerals. The obvious ntiotivéor this analysis is that clas-
sifiers occur with numerals in every language in which theguac This analysis entails that the
lexical entry of classifiers contains a number argument,thnd, that this number argument must

be saturated in order for the classifier to be interpretable.
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These analyses are somewhat ambivalent about how the ‘ngeafithe classifier is incor-
porated into the semantics. That is, while classifiers doadot any meaning to the head noun,
the choice of the classifier is not free, but is restricted edwow by the grammar. | propose that
this notion of ‘agreement’ is cashed out in the presuppmsati content of the classifiers; classifiers
introduce a presupposition that the object is of the releshape, animacy, function, etc. The ‘con-
tent’ of classifiers is thus analogous to gender on pronondsmanalyses like the one eim and
Kratzer(1998. Thus, classifiers are partial functions, defined only fodk whose members sat-
isfy their presuppositional content. This proposal actedor the observation that if the incorrect
classifier is used, sentences are not ungrammatical pet seriged to be pragmatically odd, nearly
meaningless, as is expected in cases of presuppositionefail

Pulling these two ideas together, below is the lexical efaryhe classifiefiuk synonymous

with a noun meaning ‘child’, used for round objects and fruit

(26)

(lloukers]] = AKAPAX[VK(X) A piar(z) =n]  if Yk € Ax[ball-like(x)]

unde fined otherwise

What this definition says is that classifiers are measurdifumthat take a kind and a numeral and
return atomic sets with the cardinality of the numeral. Thaam of atom from Link (1983, cor-
responds to the individuals making up the bottom line of #rmidattice representing the nominal
domain in(2). Extrinsic numeratives differ from classifiers in the mgkefithe measure functiom;
while classifiers pull out the atoms from the kind domainyiegic numeratives impose a measure
on the domain, regardless of its internal structure.

This kind of semantics was initially proposed Byifka (1999 to account for Mandarin
Chinese, where nouns follow classifiers. Yet this analygssablematic for Thai, because classifiers

and nouns are not adjacent, but aseparated by numeralse diteetwo routes we can take to solve
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this problem. The firstis to tweak the semantics, reversiagtder of arguments in (26). Classifiers
would combine with numerals first, then combine with theitdkargument. The other option is to
alter the syntax so that nouns are underlyingly adjacentassifiers. | argue for the latter solution
below.

Another possibility for classifier semantics is that theymm actually contain a number
argument at all. Such a view can accommodate the ability af @lassifiers to occur with universal

guantifiers (27-a), demonstratives (27-b), or relativeisés (27-c), rather than numerals:

(27) a. thoriarthGk 10uk
durian everycLF
‘every durian’

b. thrianlGuk nii
durian CLF this
‘this durian’

c. thdrianlGuk thii mén
durian cLF REL stinks
‘the durian that stinks’
Similar considerations hold for languages such as Canéondsere classifiers can occur ‘bare’ —
without numerals — and seem to have the interpretation ohidefarticles Cheng and Sybesma
1999 see also sectioh.4).
In light of these data, one could propose that classifieriareelations between numerals

and kinds, but rather functions from kinds to atomic prapserof those kind8.An atomic property

is a property that only holds of singleton individuals, tlsatone that excludes plural individuals:

(28)

AKAX[VK(X) A AT ()] if Yk e Ax[ball-like(x)]
[[10ukeie]] =
unde fined otherwise

9SeeChierchia(2010 for a discussion of the notion of ‘atomic property.”
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This analysis could still accommodate the requirementdlaassifiers occur with numerals in clas-
sifier languages simply because atomic properties are semgefr counting, and classifiers are
required in order to derive atomic propertiésnin and Matushansk{2006 argue for this view of
numerals on the basis of complex numeral expressions.

While the data in (27) seem to support the property theorylagsifiers over a relational
view, the structure of these examples may include a sileriemal ‘one’ in their syntax deleted
under appropriate syntactic conditions. Looking at (273,see that environments where ‘one’ is
deleted are definite or contain an overt quantifier. It mighthat an overt determiner is a necessary
condition for the deletion of ‘one.

Another piece of evidence favoring the relational theoryglefsifiers is their syntactic sim-
ilarity to extrinsic numeratives, especially measure pagasuch as ‘kilo’ or ‘centimeter,” which
cannot be interpreted as properties. That is, measuressipns should contain numeral arguments
because there is no clear sense in which ‘kilo of x’ definesoagmty. The basic problem is onto-
logical. If | have even a little over one kilo of sand, there arany ways of partitioning this sand
into a kilo, but | cannot say that | have many kilos of sand. dtieer side is that if | have less than
a kilo of sand, 1 still want to be able to apply the ‘kilo’ measuo the sand, perhaps arriving at an
expression such as ‘half a kilo of sand.” This is so even thahg amount of sand | have does not
qualify as ‘a kilo." If measures are analyzed relationatip, par with(26), this problem does not
arisel®

However, there is evidence that these measure expressoisyraactically or semantically

distinct from classifiers in that they cannot occur in nuntdss constructions such as (27):

(29) a. *thdrianthtk loo
durian everykiLoO

10Thanks to Gennaro Chierchia for extensive discussion sfghiticular point, both in his classes and in person.
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b. ??thlriaioo nii
durian KILO this

c. ??thUriardoo thii mén
durian KILO REL stinks

These examples negate the apparent parallel between measases and classifiers. If measure
phrases required a numeral, but classifiers did not, theasirtietween (29) an@7) would follow
from an analysis which did not rely on a covert ‘one.” Howewlis contrast could also be based on
a different source, a contrast in the ability of differemds of numeratives to be referential. While
measure expressions such as ‘kilo’ generally cannot bear@fal, perhaps for the reasons outlined
above, classifiers themselves can be, because they aret@epé individuals.

A final consideration in whether classifiers should be arelyas properties or relations
comes from the crosslinguistic distribution of classifietsclassifiers did not contain a numeral
argument, we might expect them to be much more common withamierals, occurring freely as
predicates, for example. Yet in every language with a gdimethclassifier system, classifiers occur
with numerals as the basic case, while their occurrenceowithumerals is much more restricted.
This generalization follows if classifiers contain in the@mantics a numeral argument, like mea-
sure functions such as ‘kilo.” Under this view, differencgh as whether measure phrases can
be used referentially may have to be derived from semantisiderations. | adopt the relational
view of classifiers throughout this dissertation. | lay oyt amalysis of ‘one’-deletion later in this

chapter, in sectioB.4.

3.2.3 Classifiers as functional categories and NP-movement

The word order of noun, numeral, and numerative/classifighinvthe Thai noun phrase
is fixed, in that order. This is one of two common orders foistheonstituents among classifier
languages, the other beimgmeral-classifier-nouriGreenberg 1975Jones 1970Simpson 200b

In this section | will argue that the N-initial order in Thaiderived from the N-final order.
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Beginning withTang (1990, classifiers have been analyzed as functional projectbtise

nount! a view that naturally accounts for N-final word orders like tine in Chinese:

(30) a. san-ge ren
three€LF person
‘three people’
b. CIfP

NumP CIf’

| N
Num CIf NP

san ge N

ren

The analysis of classifiers as functional projections hasime standard in the Chinese lit-
erature Chen 1996 Cheng and Sybesma 199999 Li 1999; Wu and Bodomo 20Q9ang 2000
among others). Given that Thai is a right-branching languéige Chinese, but the noun and classi-
fier are non-adjacent, deriving the Thai N-initial ordemfrehe Chinese N-final order would permit
a unified analysis of noun phrase structure in the two langsiécf. Simpson 2005Visonyanggoon
2000. The influence of the structure in (30) has extended beydmdeSe, afBBorer (2005 and
Chierchia(2010 attempt to generalize the classifier head as the locus ddlptarking in inflec-
tional languages.

This view that classifiers are functional projections of mhas led to the proposal that the
N-initial word order of Thai is derived by NP movement (eKpokiattikoon 2001 ch. 2;Nguyen
2004 ch. 4;Piriyawiboon 2010ch. 5;Simpson 2005Singhapreecha 200 Visonyanggoon 2000
ch. 2). These analyses propose that the word order is debiygzhrasal NP-movement rather
than N-movement based in part on the occurrence of adjsciind relative clauses adjacent to the

noun in its initial position. While the NP-movement hypaditseis common, extensive empirical

"Tang actually argues that classifiers and numerals formglesimead. Se&impson(2009 for some arguments
against this point.
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argumentation for the status of classifiers as functionwgmaies in Thai is harder to find. An
alternative analysis is that classifiers and those elenwemtgining with them are adjoined to the
noun, which never undergoes movemdde€phuengton 199 umtavitikul 1997%:

(32) a. thariarsaamlluk

durian threecLgPal
‘three durians’

b. i. Base-generation hypothesis ii. NP-movement hyp@&hes
NP CIfP
NP/\CIfF’ NP; CliP

N NP G N Numlf,
thﬂ‘rian Nl‘Jm C‘If thU{ian Nl‘Jm Cf\ti
saam 10Uk G ok |
|

If we are to continue locating numerals in the specifier oPCifie movement of NP to [Spec, CIfP]
entails that another specifier must be projected there. Oifseo this problem does not exist in
syntactic approaches that allow multiple specifiers (grg. 1996.

Semantically, the base-generation hypothesis requieaddim that Thai classifiers take their
numeral argument before their kind argument. This propissalso compatible with the Chinese
structure in (30), though it would need to be tweaked so thatnumeral and classifier form a
constituent.

Below | present three arguments for the NP-movement agalyfi$iese arguments focus on
the role of the classifier in the noun phrase, particularlyiterstatus as a functional head. The
first argument is based on coordination, the second arguisibased on the ability of classifiers to
function as elliptical or anaphoric elements in discoues®] the final argument is the existence of
repeater classifiers in Thai and languages with similar vooder.

Beginning with coordination, consider a noun phrase lileftilowing, with two coordinated
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common nouns under the scope of a single classifier. The tossgé demonstrate that the noun
phrase is ambiguous:
(32) nakriankapkhruu sipkhon

studentandteacherlO cLF

‘students and ten teachexs’ ‘ten students and teachers’
We can see that the numeral and classifier in (32) can eitbpesuver just the second noun phrase
or both noun phrases. This ambiguity can be captured by lnatlyses:

(33) a. ‘students and ten teachers’

&P
NP & XP
| \
N kap

NP CIfP

nakrian |
N NumP ClIf’

khruu Num CIf (¥

sip khon
b. ‘ten students and teachers’
XP
&P CIfP

NP & NP

pd
c
3
Q
=

N kap N |

2

©
=~
S
o
5

nakrian khruu

Example (32) indicates that that the coordinating conjonckap can coordinate nominal con-
stituents Thomas 1979 but nothing about whether the classifier itself is a fumi projection of

the noun or the modifier.
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The following examples, which involve coordination of tHessifier, suggest that classifiers

are functional projections of the noun:

(34) a. nakriarkhon nii kap(nakrian)khon  nan

studentcLF:PERSONthis andstudent CLFP¢S9"that

‘this student and that student’

b. nakriankhon chalaatkap (nakrian)khon oo
studentcLF:PERSONsmart andstudent cLFP'S°"dumb
‘the smart student and the dumb student’
c. #nakriarkhon chalaatkap (*nakrian) néo

studentCLF:PERSONSmart andstudent dumb

‘the smart and dumb student’
In both (34-a) and (34-b), a constituent consisting of asilies and a modifier, either a demon-
strative or adjective, is coordinated to the exclusion ef tliead noun. In both cases, the second
conjunct refers to a second group of individuals, rathen tigting a second attribute for a single
group or individual. In (34-a) and (34-b) such an ascriptiauld lead to a contradition, as shown
by the semantic degradedness of (34-c). This differenagtémpretation corresponds to a difference
in whether the noun can be repeated in the second conjunatoMhen it is not repeated, it is
assumed that the noun is elided in the second conjunct, eashatinclusion as it is anaphoric to the
noun in the first conjunct (see discussion of ellipsis below)

The difference between (34-a) and (34-b) on one hand ana)(8#%the other can be ex-

plained under the assumption that coordination of any ptioje of the noun results in coordination
of the entire DP, while coordination of a modifier does notisTdssumption is forced in a theory of

grammar where extended projections and the lexical catsgprojecting them are in a biunique re-

lationship. Because the classifier is a projection of thenrindhe movement analysis, that analysis

can account for these data:
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(35) a. NP-movement analysis (84-b)

&P
CIfP & CIfP
‘ /\
/\ kap
NP; CIf’ NP; CIf’
/\ /\
N Cif’ AP N cit AP
| N T | N~
nakrian CIf ¢ NE nakrian) CIf t;
) ‘ i chalaat ( ? ) | : 100
| khon | | khon |
o | |
b. NP-movement analysis (84-c)
CIfP
NP; CIf’
|
N
| CIf’ &P

nakrian N
Clf £ /’\
: AP & AP
khon I T~ ‘ _
oo - ' chalaat kap 160

- — = —>

The difference between (34-b) and (34-c) is whether theeBtP is coordinated or only the adjec-
tive. This accounts for both the interpretive difference #me difference in the availability of the
head noun. It is easy to see how (35-a) could be extended texdraple with demonstratives in
(34-a); the structure might in fact be identical. Before wentto the base-generation hypothesis,
observe that there is no ambiguity in (34-b); there is norpration of that noun phrase where
something contradictory is being claimed about the stydemin (34-c). The only interpretation is
that there are two students under discussion. The anaty&$+ia) captures the distinction because

the classifier and adjective do not form a constituent to dotusion of the entire DP.
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These coordination facts cannot be accommodated by thedesamsration analysis. That
analysis predicts that the classifier should form a corsstitwvith the adjective, and hence, that

(34-b) and (34-c) should be roughly identical in their aafié interpretations:

(36) a. Problematic base-generation analysis(84-b)

NP

NP &P

|

N

nék‘rian CIfP & CIfP
ClfP AP kap CifP AP
Clf  chalaat Clf  yoo
\ |
khon khon
b. Base-generation analysis (84-c)

NP

NP CIfP

|

N /\

\ CIfP &P

nakrian |
Clf /’\
| AP & AP
khon _—~_ | —

chalaat kap 160
While we might expect the two structures in (36) to have déffe: interpretations, it is not clear what
they would be or how they would differ. The structure in (360 appears to make the prediction
that examplg34-b) should be contradictory in the same way t{@4-c)is. In short, it seems that
the coordination data favor an analysis of classifiers astifmmal projections of the noun.
The second source of evidence for NP-movement comes froralljiBis (followingPiriyaw-

iboon 2010 p. 108, alsdNarotamasikkhadit 1972. 59). In Thai, NP-ellipsis is licensed in any
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environment where the noun is given, such as connected Is[f8éy or the answer to a question

(38):

(37) a. dék saamkhon maa haa chanthii baan m#&awaan
child threecLF:PERSONCOmevisit 1SG at houseyesterday
‘Three children came to visit me at home yesterday.’

b. m§jriu caksdor khon.
NEG knowof two CLF:PERSON
‘I didn’t know two of them.’

c. teekhon ?aun pen laan  phii chaaj
but cLF:PERSONOthercopnephewolder-siblingmale
‘But the other one was my nephew through my older brother.

(38) a. Q:mii thariankii [Guk?
havedurian how.manyCLF:BALL
‘How durian do you have?’

b. A:cet lOuk
SevenCLF:BALL
‘Seven.’
In both cases, the omitted NP is easily recoverable fromdhéest. Whenever the noun is omitted,
though, the classifier must be present even though it is atsaverable from the context. While this
structure could be attributed to the selection of classifigrthe focal elements of the elliptical-DP
in both cases, the classifier itself may also license edlipithe noun.
The following examples suggest that NP-ellipsis is in facédsed by classifiers, as NP-
ellipsis is impossible if the classifier is not present:
(39) a. Natchdop thlriansuk.
Natlike durian ripe
‘Nat likes ripe durians.
b.  suarNit chop *(thdrian) dip.

but Nit like durian unripe
(intended) ‘Though Nat likes unripe (ones).
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c.  suanNit chdop (thUrian)bgep/lauk dip.

but Nit like durian SORTCLF:BALL unripe

‘Though Nat likes the unripe sort/one.’
Example (39-a) makes a generic statement about the sortrizfndinat Nat likes, namely, ripe
ones. In connected discourse, (39-a) does not license IiBi®In (39-b) even though the noun is
recoverable from context, just like {{37) and(38). (39-c) demonstrates that if either an extrinsic
numerative meaning ‘sort’ or a classifier is used, NP-aHifis licensed. Hence, the examples in
(39) together constitute strong evidence that NP-ellipaimot be licensed by a modifier, but must
be licensed by a classifier.

One theoretical view of ellipsis licensing holds that it mios licensed by a functional head

with a filled specifier, with the head serving as a proper guwefor the elided category. Thus,
sluicing, VP-ellipsis, and Nellipsis in English have been unified by observing that eaafety of

ellipsis meets these structural criterlaobeck 1990 1995 Saito and Murasugi 199(aito et al.

2008:
40) a cP b. P . DP
/\ /\/ /\
DP C R DP D’
who CO‘MP P Mary " V‘P Johns D NP
i \ \
[+wh] [e] s [e] [+poss] [e]

(Lobeck 1995p. 50)

In addition to having a filled specifier, the functional heau$40) are required to host a ‘strong’
agreement feature in order to license ellipdiek{eck 1995 p. 41). Looking more specifically at
NP-ellipsis in EnglishL.obeck (1995 postulates that both functional heads within the English D
DY and Nun? (Ritter 1992 Rothstein 1988 can license NP-ellipsis.

Turning back to Thai, we can account for the ability of clésss to license ellipsis if classi-

fiers head functional categories, provided that some modifispecifier is in the projection of the
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classifier:

(41) a. =(38-b) CIfP b. =(39-c) ClfP
NP; CIfP NP; CIfP
N NumP  CIf N CifP  AdjP
| e~ P \ N~
el “cet Cif ¢ [e] CIf t “dip
A | A

\ \

l louk | o louk
| | | |

In these examples, the classifier head licenses the elided/Néh is its complement, represented
as [e], as long as it contains either a specifier or adjuncts fitoposal is very much in the spirit
of current work on ellipsis, given that classifiers are theredate of number marking in analytic
languagesChierchia 1998Borer 2005, and Nurd in English licenses ellipsis.

The base-generated analysis of classifiers cannot accouttief ability of classifiers to li-
cense NP-ellipsis. If classifiers were adjoined to NP, tlasgifier would not be a head taking the
NP as its complement, so it could not serve as a proper goventhe empty category represent-
ing the ellipsis site as in (40). Therefore, we find that thiéitalof classifiers to license NP-ellipsis
provides evidence for the NP-movement analysis of DP-gtradn Thai over the base-generation
hypothesis.

The third argument for NP-movement comes from the repeatestouction in Thai, wherein
a noun serves as its own classifier. Examples of this cornistruare repeated below:

(42) a. khon saamkhon

personthreeperson
‘three people’

b. phrathéesaamphrathéet
country threecountry
‘three countries’

c. laaj saamaaj
patternthreepattern



Chapter 3: Thai Noun Phrase Structure 94

‘three patterns’

The number of nouns which occur in this “repeater” constoncis quite largeHundius and Kdlver
(1983 observe that the class is open, having found over five hdnatvans which can serve as their
own classifiers. The nouns that can be used in repeater gotigirs fall into five distinct groups or
categories, which are 1) abstract notions, 2) geographiui#, 3) objects of irregular or variable
appearance, 4) body part terms, and 5) taboo concepts. Mbess share the property of not being
easily identified with any of the semantically regular paitecovered by the canonical classifiers,
and thus the repeater construction seems to be a kind oEkmttr

With several of these examples involving abstract nouresyepeater construction is one of
several options. These nouns can also occur with a clad#i®etian ‘story’ or yay ‘type, the latter
actually an extrinsic numerative:
(43) a. panhaasaampanhaa

problemthreeproblem

b. panhaasaanriar
problemthreeCLF:STORY

C. panhaasaamyany

problemthreetype

(a-c) ‘three problems’
These examples show that the repeater construction is sieaignand structurally identical to
other kinds of classifiers. All that distinguishes the répeaonstruction from normal classifiers is
the identity between the classifier and the noun.

The productivity of this construction indicates that itggor is grammatical rather than lex-

ical. Maintaining a lexical explanation for repeaters vebamount to the claim that certain nouns
in Thai are listed in the lexicon both with the label N and witike label CIf, or that such relabelling

was somehow a restricted lexical process.
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Simpson(2005 p. 832) andRiriyawiboon 2010p. 83) suggest syntactic analyses of repeater
classifiers involving head movement from N-to-Clf at the saime the NP-movement takes place.
There is no theoretical reason to exclude such a derivatind,it accounts for the repeater con-
struction straightforwardly, as illustrated belé®While | have been depicting trace positions with
a lowercase up to this point, this practice is no longer sufficient, asdeavation being proposed

is only possible under the copy theory of movement:

(44)  =(43-) ClfP
NP; CIfP
\
N /\
hra‘lthéet NumP CIf
p N VA /\
saam CIf NP;

This proposal has interesting theoretical implicationatieg to the distinctness of chains
and trace pronunciation. Principles of chain linearizatmrefer the heads of both chains to be
pronounced (e.gBobaljik 2002 Nunes 200% possibly because the two chains are distinct. The
instance of head movement in (44) could also be describedasodhe noun merging both in the
N° head position as well as in the €lhead position. Under the copy theory of movement, this
just amounts to head movement. The motivation for head mememith nouns in the repeater
construction may be the unavailability of a lexical itemttban function as the classifier for these

nouns, prompting the second merger of the noun head to tlisiggoto provide phonological

2This proposal is reminiscent of the proposal®yomsky(2008 that A-movement and A-bar movement can proceed
in parallel from the same target position in certain casesh) as when subjects are the targets of wh-movement. However
in Thai the chains are distinct in that one is a sequence afswaile the other is phrasal movement.



Chapter 3: Thai Noun Phrase Structure 96

support. For abstract nouns that can either serve as repemtappear with classifiers, such as
panhaa ‘problem’ (43), it appears that the choice between an oVassdier and the repeater would
might be due to a relatively weak lexical association betwbe two elements.

One prediction of this analysis is that repeater classiBamuild only be found in classifier
languages with NP-movement, as only in these languagesnailhs participate in two distinct
chains. A review of the literature provides initial confirtima for this prediction, assoral (1979
explicitly observes: “In Thai, Lao, Burmese, and Lahu, t#weguages with the word order Noun +
Num + CL, repeaters and partial repeaters are plentiful’38).12 The flip side of this is the obser-
vation by Simpson(2005 p. 831) that classifier “optionality” is much more commonanguages
with the word ordeMNum-CIf-Noun He suggests that when the classifier is absent, the noun has
simply moved to CK. The other option seems to be the one taken by Mandarin Ghindsch has
a generic classifiege that is used with abstract nouns and other environmentsentherrepeater
might be expected. The availability of the general clagsifieuld appear to obviate the necessity of
N-to-CIf head movement, as the classifier head no longerdvoeied phonological support. Thus,
the repeater in Thai, the presence of the generic classifandarin, and optionality in other clas-
sifier languages might amount to a typology for understandiiow classifier languages deal with
cases where no lexical classifier is available.

A head-movement analysis of the repeater constructionatéwithe possibility of a base-
generated analysis of classifiers in Thai. Even more, if treyais of the repeater construction in
(44) is correct, it not only provides evidence that classf@re functional heads in Thai, but that
they are functional heads which take NPs as their complentiiedt and CIf were not local, head

movement would be blocked by the Head Movement Constraihtis;Tthe repeater construction

13Goral goes on to observe that Khmer lacks repeaters, thduwsithe Thai word order. In my own brief work
on Khmer, | have observed that Khmer classifiers are optiatital inanimate nouns. Optionality might be due to the
language’s greater tolerance of phonetically empty faometi heads, or that it is not a true generalized classifier lan
guage. Additionally, Japanese conspicuously lacks theatep construction, indicating the structure of classfietthat
language might be different, &aito et al(2008 suggest on independent grounds.
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provides a third piece of evidence that the NP-movementyaisabf Thai noun phrases, especially
in light of the typological distribution of repeater congttions in languages witNoun-Num-CIf
word order.

To summarize, then, three empirical arguments have beesemex to support the NP-
movement derivation of Thai noun phrases. The first argurigetite fact that the coordination
of a classifier is interpreted as coordination of the entike &lowing the noun to be repeated in
the second conjuct. The second argument is based on NBiliipThai, which is licensed by
classifiers. The final argument comes from the productivitthe repeater construction, which can
be captured in an analysis that utilizes parallel head anasphmovement, provided the noun and
classifier heads are local at some stage in the derivation.

We have now seen that there are several reasons, both tinéemyal and empirical, to believe
that NPs in Thai originate as the complement of classifierewévVer, these facts seem to bring
an even more puzzling problem into relief, namely, the sstitanechanism responsible for NP
movement itself. | make the assumption that NP-movemenaused by an EPP feature on the
functional projections of the DP. This proposal providedeaging synthesis of DP structure and
clause structure in Thai.

The following sections refine and expand this view of Thaimphbrases. Unanswered ques-
tions include whether Thai has a D projection at all. Howgliefore we turn to higher functional
projections, | turn to lexical plurals in Thai, which proeigupport for the view of Thai nouns as

kinds and the proposal that classifiers are functional heads

3.3 Number and Lexical Plurals

Returning to the basic proposal @hierchia(1998, the existence of kind-denoting com-

mon nouns is observed to correlate with a number of progetyigologically. These correlations
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include the existence of a generalized classifier systegrlattk of articles, and the absence of plu-
ral/singular marking. One of the famous responses to Ghiggscproposal iSChung(2000, who
observes that Indonesian represents a language with lastifers and plurals.

In fact, it seems that most classifier languages have someswéanarking plurality. How-
ever, plural marking in languages like Indonesian and Tlaiehsome basic differences which
distinguish them from true number-marking languages. & blaracteristics of classifier languages

with respect to plurality are listed below:

(45) a. Bare nouns can be interpreted as singular or plural.
b. Overt plural marking is pragmatically restricted.

c. Overt plural marking is lexically limited by the animacigrarchy.

The pragmatic restrictions on plural marking include iestms to given (specific) groups or
plural entities in the discourse. In other words, plural kivag in these languages is not obligatory
for every instance where DPs have plural denotations, bmirsovhen specific reference is being
made to a contextually established plurality. In some laggs, such as Mandarin Chinese, these
pragmatic restrictions also are manifested in that plui@isied by-menrequire definite readings
(lljic 1994; Li 1999). The restrictions based on the animacy hierarchy as wehagpragmatic
restrictions on plural marking both provide evidence thiarag markers in classifier languages
are instances dexical pluralsor non-inflectional pluralfAcquaviva 2008 This means that the
plural marker itself is a lexical item with its own particulsemantics and distribution, rather than
a morphological feature on the noun realizing a functiorc This is in line with the conclusion
that Chinesemenis a collective markerGheng and Sybesma 1998 537), similar to the analysis
of Japanesetati in Kurafuji (2004 andNakanishi and Tomioké2004).

This section details the two different ways of explicitly rkiag plurality in Thai. The first

is by forming morphological compounds with the nopinliak ‘group,” which also functions as an
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extrinsic numerative denoting groups. The second is byplezhtion of the noun. | examine each
of these types of plural-marking in turn, but first illusegd5-a) for Thai, regarding the various
interpretations of bare nouns with respect to number. Tagrpatic restrictions on use arise because
of the semantics of each lexical plural marker. To the extkat Thai plurality can be shown
to be lexical, the claim o€hierchia(1998 that classifier languages lack number-marking can be

maintained.

3.3.1 The plural vagueness of bare nouns in Thai

Section3.1illustrated that Thai nouns can receive a number of intéafioms with respect
to definiteness, genericity, and so on, depending on theexbntVhat was not illustrated there is
that the number interpretation of bare count nouns in Thaiss vague, and subject to contextual
determination. This is illustrated in an example like thiofeing:

(46) Natséu nansis moa-waan-nii
Natbuy book yesterday
‘Nat bought one or more books yesterday.’
This sentence is true regardless of how many books Nat bgegterday, as long as he bought one.

Rullman and You2006 point out similar facts for bare nouns in Mandarin Chinesegl
observe that the variable interpretation of examples K& ¢€ould be due to one of two semantic
factors, vagueness or ambiguity. If the nauigsau were vague, its meaning would simply include
both singular and plural interpretations. This is the megugredicted byChierchia(199§ if the
interpretation of bare nouns is driven by applying th@wN operator to the kind denotatigb-b).
On the other hand, ifiidnstiz were ambiguous, it would follow that it was be listed twicetle
lexicon, once as singular, once as plural, and the corrgidaeitem would be selected depending

on context.
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Rullman and You present a number of diagnostics demorngjréttiat Mandarin bare nouns
are vague with respect to number. These diagnostics cantbaded to Thai, and point to the
same conclusion. | will stick to a single diagnostic, as indastrate the vagueness of bare nouns
particularly clearly. The diagnostic is based on VP-eitipsr a putatively similar operation in Thai,
which we have already seen examples of when conducting #uégattor test in sectioR.3and2.4.

Take an example like the following, which has both a literadl @n idiomatic interpretation
in Thai, as shown by the glosses:

(47)  Natploj Kkaj
Natreleasechicken
i. ‘Nat let the chicken go.’

ii. ‘Nat made a careless mistake.’

These different meanings are disambiguated contextutdfyending on whether or not we are actu-
ally talking about chickens, for example. What has beenchbéfore about elliptical interpretations
is that they are anaphoric to the interpretation of theieeedtlent. The following discourse serves
as an illustratiort?
(48) Natpldoj kaj 1¢? Nit gdo dhaj

NatreleasechickenandNit PRT too

i. ‘Nat let the chicken go and Nit did (let the chicken go) too.

ii. ‘Nat made a careless mistake and Nit did (make a carelestsike) too.’

Crucially, the elided VP must be interpreted the same wahasihtecedent VP, either literally or
idiomatically. In other words, interpretations where Neleased a chicken but Nit made a stupid

mistake unrelated to releasing chickens\ice versy, are impossible.

4] am ignoring the structure of the elided VP, irrelevant foe semantic purposes of this example. Of interest is the
connective elemenyso, glossed as simplyRT for particle, which allows the verb to be omitted in the etldéP. There
is very little work on this particle. Selevasaki and Ingkaphirom 200%h. 13 for an overview of its uses, though there
discussion does not mention the ability of the particlederise putative VP-ellipsis.



Chapter 3: Thai Noun Phrase Structure 101

Applying this to number, what we find for Thai, Beillman and Yo{2006 did for Mandarin,
is that VP-ellipsis does not force the two nouns to have idehinterpretations with respect to
plurality:

(49) Natséu nangsan moa-waan-nii 16?2 Nit gdo diaj

Natbuybook yesterday andNit did too
‘Nat bought one or more books yesterday and Nit did (buy onmane books yesterday)

too.

So this sentence is felicitous in a context where Nat boughtlmok and Nit bought seven books,

or vice versa. The felicity of this interpretation indicatihat the Thai bare nouns are vague with
respect to plurality, or, more precisely, that the différeerpretations of bare nouns with respect
to plurality are inherent to the semantics of bare nounss Vagueness is a natural component of

Chierchia’s kind-driven interpretation of bare nouns.

3.3.2 Overt markers of plurality in Thai

Although Thai bare nouns are vague with respect to plurdtitgoes not follow that every
expression in the language is vague, which brings us to the oarkers of plurality in Thai. The
two basic ways of marking a noun phrase as plural in Thai asé by placing the nouphliak
‘group, party’ before a common noun (50-b), and second watituplication, which is lexically
restricted to a handful of human nouns (50fjriyawiboon 2010pp. 89-92). These two forms of

marking plurality can also co-occur (50-d):

(50) a. dek jan majthamkaan-baan.
child still not do  homework
‘The children still haven’t done their homework.’

b. phOak-dek jay majthamkaan-baan.
GROUPRchild still not do  homework
‘The children still haven’t done their homework.’
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c. dek-dek jay majthamkaan-baan.
child-Repupstill not do  homewaork
‘The children still haven’t done their homework.’
d. phOak-dek-dek jay majthamkaan-baan.
GROUPchild-ReDUP still not do  homework
‘The children still haven’t done their homework.’
These different expressions have slightly different megsnot reflected in the glosses, though they
would be interchangeable in many contexts. Below | desdhibdexical and syntactic distribution
of each of these markers and sketch an analysis of each. Tihepoiat is that they are not inflec-
tional plural markers, but instances of derivational motpgy forming lexical plurals. The claim
is thatphliak heads a compound noun with collective semantics, whilepleghtion corresponds to
a semantic maximalization operation.
The prefixal instantiation gbhllak seems derivative from its use where it also functions as a
measure word meaning ‘group, party’:
(51) a. (mii) nakriansaamphiak
(have)studentthreegroup
‘(There are) three groups/types of students.’
b. nakrianphbaknii
studentgroup this

‘this group of students/these students’
c. nakrianphlakchalaat
studentgroup smart
‘the clever (group of) students’
The glosses indicate that the ‘group’-denoting semantigshbak are quite strong in these cases;
the use ofphliakis only licensed when some contextually salient pluralityplralities have been
established. (51-a) is somewhat unnatural, but is plaaigitd situation where there are clear criteria

with which to distinguish the students. If the students w&reply standing around in different

clusters of people, a different numeratikéym ‘bundle, crowd, collection’ would be used.
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The analysis ophliak in these environments can be subsumed under the more ganatal
ysis of measure words. In sectiB?, numerative expressions are analyzed as functions whieh ta
kinds and return atomic properties. The difference betwgmmuine classifiers and extrinsic nu-
meratives such gshlak is that the latter contain additional semantics which iitice the criteria
for which atomization is based, such as with a measure fumcthll numeratives are assumed to
contain presuppositional information about the physicalpprties of the entities that they could
apply to (e.g.(26)). For a group or collective likphQak though, the entities being picked out of
the domain are pluralities rather than atomic individudlbus, it will be assumed that the use of
phliakis restricted to contexts which include collections.

In addition to appearing as an extrinsic numeratplafjak can occur as a prefix on nouns,
pronouns, and proper names. This is the apparent plurahupeestion:

(52) a. phdak-mashaw taldot
GRoOUPRdogbarkalways
“(The) dogs are always barking.”
b. phlak-khaw
GROUP3P
‘they’
c. phbak-raw

GROUR1P.PL
‘we

d. phGak-Nat
GROUPNat
‘Nat's group’
As shown in (52-a)phliak appears before common nouriRiriyawiboon (2010 observes that its
distribution is restricted to animate nouns. Before prasuas in (52-b-c)phliak would be used to
refer back to a group for which there is some discourse adégte The use gbhliak before proper

nouns constitutes an instance of an associative plderh Besten 1996Daniel and Moravcsik

2008, and its denotation is a group of people contextually distadd to be associated with Nat.
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The second way of marking plurality in Thai is with reduptica. Unlike phliak which is

quite productive, reduplication is lexically restrictadthe following list of nouns:

(53) a. lauk-lauk ‘children’ (offspring) childREDUP
b. dek-dek ‘children’ (generally) childREDUP
C. phii-phii ‘elder peers’ elder siblingREDUP
d. ndory-ndory ‘younger peers’ younger siblingebupP
e. pha&an-phéan ‘friends’ friend-REDUP
f. nium-nuium  ‘young men’ young marREDUP
g. saw-saw ‘young women’ young WoOmemREDUP
h. raw-raw ‘we (all)’ We-REDUP

While they do not form a clear semantic class, the nouns abbvefer to intimate relationships
with people who are honorifically equivalent or inferf8rRather than expressing that the relevant
individuals form a group, plural reduplication seems toaawiify the relevant relationship. Thus,
dek-cek seems to refer to all of the children relevant to a particotartext, rather than just a group
of them. The use of reduplication with pronouns, illustdate(53-h), seems to have the same effect,
raw-raw meaning something like ‘all of us here.’

The lexical restriction on plural reduplication and theuiegment thatphllak to occur be-
fore animate nouns are unsurprising, representing Bhath-Stark(1974) terms a plurality split.
Corbett(2000 observes that the distribution of plurality splits are jsgbto constraints based on
the Animacy Hierarchy@Qomrie 1989 p. 185-200), his version of which is given in (54-a). The
distribution of plurality splits is claimed to always cointaa some continuous segment of elements

on the Animacy Hierarchy downward from the top:

(54) a. speaker (1st persor)addressee (2nd persor)3rd persor> kin > human> ani-

mate> inanimate

5Like in many Southeast Asian languages, the words for ‘ofileling’ and ‘younger sibling’ are used to refer to
intimate peers from the same generation, depending on whith peer is older than or younger than the speaker. In this
sense, the terms are indexical, as they make reference &méhef the speaker. Like pronouns, these kinship terms are
presumably very high on the animacy hierarchy.
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b. Constraint of the Animacy Hierarchy on the singular-pluditinction
The singular-plural distinction in a given language mu$tceifa top segment of the

Animacy Hierarchy. (Corbett 2000p. 56)

Applied to the two plural markers in Thai, the generalizatio (54-b) accords with the fact that
phliak tends to prefer animate nouns, but includes pronouns as Wedl segment of the hierarchy
picked out by plural reduplication is in the ‘kin” domain. Kewise, the set of nouns in (53) seems

to end roughly at the ‘kin’ point in the hierarch$.

3.3.3 Collectives

A plausible analysis ophliakis as a noun which productively combines with other lexical
categories to form a collective noun. Compounds are leddbd in Thai, as the following examples

demonstrate:

(55) a. ?raahaan-dek ‘baby food’ food-child
b. non-duan ‘salary’ money-month
c. thup-thdaw  ‘socks’ bag-foot
(lwasaki and Ingkaphirom 200%. 37)

Thus, the position gbhllak on the left side of a plural formed by it is the natural positaf heads.
The ability of phllak to occur as a numerative makes it a natural candidate for pconu

head. This is because numerative expressions, espedadlsifiers, often serve as the heads of

compounds, though they can be semantically distinct inwloepbsitions:

(56) a. baj-matany

leaf-mango
‘mango leaf’

|nterestingly, the distribution of plural reduplicatiom Thai bears a close resemblance to the distribution of aiMaor
reduplication pattern that also marks the plural, whichb@ttr(p. 60-61) cites as an instance of a kin-based splipites
the fact that it includes ‘child,’ ‘man,” and ‘woman.’ CorbeitesBauer(1993 p. 353-354, 371, 593) as his source of
Maori data.
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b. baj-goot
leaf-to.be.born
‘birth certificate’

c. chdon saambaj
spoonthreeCLF:LEAF
‘three spoons’
These examples demonstrate that whig¢leaf does appear in some compounds where its meaning
is fully transparent, it also occurs in compounds where ieganing is less predictable, such as
in (56-b), where its use in the compound is only roughly catee to actual leaves. This latter
meaning is more akin to the uselwdj as a classifier, where it is used for two-dimensional elaedat
objects, such as pieces of silverware.
One canonical property of derivational morphology is thaesults in a change in syntactic
category. Thus, whilghQiak generally combines with nouns to directly form a noun denpt
group comprised of that noun’s extension, it can also combiith nouns where its meaning is not

simply a collection of the individuals in the denotation bétnoun (57-a), as well as combining

with verbs (57-b), adjectives, and adverbs (57-c):

(57) a. phiak-kabot ‘rebel group’ GROUPRtreason
b. phuak-kdokuan ‘agitators’ GROUPagitate
C. phiak-ptian ‘agitators’ GROUPanxious
d. phiaak-phdoy ‘faction’ GROUPalike

It should be noted that such examples are somewhat redtdci lexicalized, whiclphiak com-
bines quite productively with animate nouns more generally

The status of these compounds are nouns indicatephbak functions as the head as well as
the category-forming word. The structure of two of thesengias is represented below, showing
how the “prefixal” instantiation ophllak can combine with other nouns or with heads of other

categories, as in (57-b):
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(58) a. ‘(group of) dogs’ b. ‘agitators’

N N
/\ /\
N N N A
| | | |
phliak maa phlak puan

Thus, phQiak is categorically a noun which can combine with other lexicatiegories, forming a
compound. Its morphological dependence might follow frésnsemantic status as a numerative,
meaning that it must combine with a kind (or maybe a propestyich provides the ‘content’ of
the group. This forces the conclusion that proper nouns esnbpins are also of the N category in
Thai, as has been claimed before for proper nounisdngobardi(1994, among others.

An alternative analysis gfhliak would be to generate in the CIf head position, and associate
it with other elements syntactically, perhaps by head m@&m@mSuch an analysis resembles the
analysis of plural marking in Chinese ki (1999. However, this view ofphliak is difficult to
maintain in light of the N-V compounds above, as these verbsnat viable N heads, and thus
would not be expected to project a classifier.

As was discussed above, compounds formeghiyak are only possible when they are prag-
matically licensed by the existence of some group in theodise. Thus, compounds headed by
phliak are generally interpreted as definite in context, and gseto partitive interpretations when
they are combined with numerals:

(59) chammii guan haj phlak nak-riansdamkhon

1sG havemoneyBEN student3 CLF

‘I have money for three of the students.’
Similar properties have been observed for plural marker€himese jic 1994; Li 1999) and
Japanesequrafuji 2004 Nakanishi and Tomioka 2004l do not lay out a way of capturing this as-
pect of the meaning gfhllak here, but simply note that the special pragmatic restristion its use

provide further evidence against its status as a generalpharker, and for its status as a lexical
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plural.

3.3.4 Plural reduplication

Moving on to plural reduplication, we find that likdhtiak plural reduplication can be charac-
terized as a lexical process in Thai. Plural reduplicatgssimilar in form to ‘coordinate’ compound
nouns:

(60) a. phdo-mée ‘parents’ father-mother

b. phii-ndory ‘peers/siblings’ older sibling-younger sibling
These compounds are headless, in the sense that their meamsists of the conjunction of the
two nouns which comprise the compound noun. The ‘kin’ relatemantics of this compounding
process is similar to plural reduplication as well, and li&duplicated plurals, the meaning of these
compounds are necessarily plural. Additionally, both commls have exhaustive meanings. While
trivially true for ‘parents,’ the meaning gihii-nsopy ‘siblings’ seems to be ‘all of one’s peers or
siblings in a particular situatior?

Reduplication is a common lexical operation in Thai, apmyto adjectives, adverbs, and
verbs as well as nouns, though its meaning differs subthaghease. However, in none of these
cases does reduplication change the lexical category aketheant lexical item, as the following
examples demonstrate:

(61) a. Nakin(-kin)  khaaw
Nat eat(REDUP) rice
‘Nat eats and eats rice.
b. Natkso dii(-dii)

Natalsogood(REDUP)
‘Nat is also (very) good.

c. Natdoon chaa(-chaa)
Natwalks slow(-REDUP)

"For the connection between peers and siblings in Thai, sesfn
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‘Nat walks slowly.’ (cf.Warotamasikkhadit 197. 56-57)

In each case in (61), reduplication has no effect on the s¥iotdistribution of the lexical category
it affects. The only result is a change in meaning.
Reduplicated plurals can occur in quantified noun phrases:
(62) a. dék-dek haakhon
child-REDUPfive CLF:PERSON

‘five-person group of children’

b. dek-dek  thuk khon
child-REDUP everyCLF:PERSON
‘every person in the group of children’

c. *dek-dek khon nii
child-REDUP CLF:PERSONTthis

Unlike phliak-collectives, reduplicated plurals can appear with nutsexéthout partitive interpre-
tations, indicating that the reduplicated plural itselbfsthe same type as a bare noun. The un-
grammaticality of (62-c) indicates thdék-cek must occur in a noun phrase with a plural extension.
Syntactically, the examples in (62) provide evidence ferdlaim that reduplicated nouns are heads
of the syntactic category N, and that they have the ordingtyiloution for nominal heads within
the DP.

So the main difference betwegmlak-collectives and plural reduplication is that the latter
establishes a plurality comprised entirely of individualthout adding additional information about
group-hood or needing additional context to license thetemce of such a group. As a result,
reduplicated plurals can have all of the meanings that bavascan, including generics, which
refer to the totality of individuals in a given world:

(63)  dek-dek  tam kwaa phlu-jaj
child-ReEDUP shortexceedadult
i. “The (group of) children are shorter than adults’

ii. ‘Children are shorter than adults.’



Chapter 3: Thai Noun Phrase Structure 110

In summary, Thai bare nouns are vague with respect to nuradéney can be interpreted as
either singular or plural. The two ways of marking pluralityertly, with a compound formed by
phiak or by reduplication, are restricted to a subclass of nounsgsponding to a segment of the
Animacy Hierarchy. Both plural expressions have semarigggnd simple plurality as well, the
former as a collective noun and the latter as a maximizedaplWhile much work remains to be
done in working out the details of nominals headed by thegestyf nouns, the main purpose of
this section is to demonstrate that Thai ‘plural’ markersxdbpose a challenge to the idea that bare
nouns in classifier languages denote kinds, and the clai@hiarchia(1998 that the presence of

generalized classifiers correspond to the absence of nummduiing.

3.4 Quantifiers

This section examines quantifiers in Thai, focusing on iagatheir position in the Thai
noun phrase. | propose that quantifiers which do not intesditt classifiers are adjuncts while
those which do select classifiers are part of the functiomattire of the noun phrase. | examine
the structure of complex numerals in Thai, and while multgtive bases are analyzed as heads
while the cardinals 1-9 are analyzed as specifiers. | thuseattgat ordinary cardinal numerals do
not project functional structure in Thai, paCheng and Sybesm@A999; lonin and Matushansky
(2009; Li (1999; Simpson(2005 and others). | also propose distinctions between thetstielof
strong and weak quantifiers selecting classifiers; whitmgtiquantifiers head the DP in Thai, weak
quantifiers occur in the specifier of CIfP, like cardinal nuate

Thai expressions that indicate quantity fall into two basitegories, those that must occur
with classifiers and those that do not. We have already seammgs of each type, as the ex-
pressions involving numerals were given in exan(@le) and elsewhere, while quantifiers meaning

‘few’ and 'much’ were observed to not distinguish betweesgittinosts in terms of the mass-count
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distinction(8). Additional examples of each are provided below:

(64)

(65)

Quantifiers requiring a classifier

a. thlriansaamuk
durian threeCLF:BALL
‘three durians’

b. thdrianbaay I0uk
durian somecCLF:BALL
‘some durians’

c. tharianthtk IGuk
durian everyCLF:BALL
‘every durian’

Quantifiers not requiring a classifier

a. thorianys?
durian a.lot
‘lots of durian(s)’
b. thlriansuan-jaj
durian partExH
‘most durian(s)’
c. thdrianthdag-mot
durian all
‘all durian(s)’

A well-known distinction among quantifiers is their variatdbility to appear in existential

sentences, a phenomenon generally known as the DefinitEffess (Safir 1982. Quantifiers un-

able to appear in these sentences are ‘strong determinbil® those able to appear beneath an

existential are ‘weak determiners ,’ to use the terminolofjiilsark (1977. In Thai, we find that

the strong-weak distinction cross-cuts the distinctiotwieen quantifiers occurring with classifiers

and those that do not:

(66)

Quantifiers requiring a classifier

a. mii thUriansaamliuk
havedurian threeCLF:BALL
‘There are three durians.’

b. mii thdrianbaay [Guk
havedurian somecCLF:BALL
‘There is some durian.

c. *mii thUrianthOk I0uk
havedurian everyCLF:BALL
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(intended) **There is every durian.’

(67)  Quantifiers not requiring a classifier

a. mii thariany3?
havedurian much
‘There is lots of durian(s).’

b. *mii thdrianthdy-mot
havedurian all-ExH
(intended) **There is all durian.’

c. *mii thdriansuan-jaj
havedurian part-big
(intended) **There is most durian.

These examples clearly demonstrate that there is no ciiorelaetween the presence of a classifier
and the strength of a quantificational determiner in Thastdad, what seems to be crucial is the
semantics of the quantifier in question, as weak quantifiersianply those that have existential

guantificational force.

The table below lists several of each type of quantifier ini;Tih@ugh it is not exhaustive:

(68) Quantifier Meaning Requires aLF? Strength
numerals ‘1, 2,3,...’ v Weak
baan ‘some’ v Weak
laaj ‘several’ v Weak
kii ‘how many?’ v Weak
thany ‘all/whole’ v Strong
thik ‘every’ v Strong
teela? ‘each’ v Strong
maak ‘very/much’ X Weak
yor ‘alot’ X Weak
n39j ‘a little’ X Weak
thaw-raj  ‘how much?’ X Weak
thag-mot  ‘all X Strong
stian-jaj ‘majority’ X Strong
stuan-njoj  ‘minority’ X Strong

The first challenge in providing an explanatory analysishelse quantifiers is understanding why
certain quantifiers must occur with classifiers and otheratpand how this requirement is encoded

in the grammar. Second, we can ask what the precise struptoggerties of the various quantifiers
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are.

3.4.1 Numerals

Work on the structure of classifiers in any language genessi$umes one of two structural
positions for numerals. Either these quantifiers, inclgdiamerals, are heads, meaning that they
are functional projections of the noun (eRprer 2005 Cheng and Sybesma 1998nin and Ma-
tushansky 2006Simpson 2005Singhapreecha 200Tang 1990 Visonyanggoon 2000'8 or they
are specifiers of the CIfP projection (e@hierchia 2010Fukui and Takano 20QMPiriyawiboon
201Q Saito et al. 2008Watanabe 2006 These two approaches are illustrated below, both with and

without NP-movement:

(69) a. Numerals as heads (NumH) b. Numerals as specifiera@)\u
NumP CifP
Num CIfP NumP CIf’
O \ PN
CIf NP Num CIf NP
| |
N N
QP CIfP
/\ /\
NP; QP NP; CIfP
\ PR | PR
N Q CltP N QP CIf’
? N 4 ‘ S

,,,,,,,,,,

How can these two structures be distinguished empiricaB&low, | will show that the
structures make different predictions with respect tgsiéi, and that evidence favors the numeral-
as-specifier (NumS) analysis in (69-b) over the numerdiessd (NumH) analysis in (69-a). | also

present an argument based on the word order of numerals asglf@rs across languages. | then

Sometimes the head view of numerals actually analyzes tneral and classifier as a single morphologically formed
head in the syntax. | will not consider such analyses at lehgte. Se&impson(2005 for specific arguments against
such a view, though his arguments do not necessarily bedreorhbice between the two analyses below.
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present an analysis of complex cardinals, specificallyghogolving multiplication, as involving
a specifier-head structure identical to the specifier-h¢aattare of classifiers, contr@nin and
Matushansky2006.

To begin, recall the discussion of NP-ellipsis in Thai intget3.2.3 which centered around
the licensing conditions for ellipsis more generally. Tdheenditions included the requirement that
there be some functional head with a filled specifier positgm®(40)). In the case of classifiers in
Thai, NP-ellipsis is licensed only by classifiers, not by muats, as the following example shows,
a slightly expanded version of examgR8):

(70) a. Q:mii thariankii [Guk?
havedurian how.manyCLF:BALL
‘How durian do you have?’
b. A:*cet
seven

‘Seven.’

c. A:*lOuk
CLF:BALL
‘Seven.’

d. A:cet lOuk

SevenCLF:BALL

‘Seven.’
Despite the fact that the classifier is given in the quesitorannot be omitted in the answer. The
distinction between classifiers and numerals in their tghid license ellipsis is captured naturally
by the NumS analysis, as is the requirement that the numerakdésent. This is due to the the
ellipsis licensing schema ¢40), which requires that a head have a filled specifier to liceipsis.

In contrast, the NumH analysis has no explanation for ettieability of classifiers to license

ellipsis, as their specifier is no longer filled, nor the il&bof numerals to license ellipsis. If the
licensing conditions for ellipsis were weakened so thatadheith an unfilled specifier could serve

as an ellipsis licensor, the quantifier-as-head theory avoatrectly predict that classifiers could
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license ellipsis but overgenerate, predicting that nuteenad other quantifiers could license ellipsis
as well, contrary to fact.

Another piece of evidence favoring the NumsS analysis is tbeszlinguistic distribution of
numerals and numeral classifiers. In extensive surveysastifiers languages, boGreenberg
(1975 and Jones(1970 observe that the numerals always precede classifiers dsagie word
order in classifier languages. This is true for both heatihinanguages such as Thai and Chinese
and head-final languages such as Burmese and Japaneses. captured naturally under the NumS
analysis but is quite surprising under the NumH analysierelthe order of numeral and classifier
would be expected to reflect the headedness of languagdsnunterals following classifiers in
strictly head-final languages. The lacuna of classifier laggs with theclassifier-numeralword
order, then, could be taken as a serious problem for the Numalysis.

Simpson(2005, noting that numerals always precede classifiers, praptbse this provides
evidence that heads always precede their complements irekbant languages. Yet Simpson
observes that the number of word orders within noun phrasgsitie diverse in classifier languages,
and observes that NP-movement and NumP movement are besteat? Yet Simpson does not
acknowledge that there are no languages with CIfP moverehetexclusion of NumP. Such as in
the hypothetical derivation below:

(71)  Unattested classifier word order derivation

The addition of a DP layer makes several other word ordessifkea

19Simpson is working within a framework where DPs are alwaysgquted, their specifiers are open, and demonstra-
tives are assumed to always fill their head position. | takedswith these claims in the following section.
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These hypothetical word orders are absent in the extenaive)s of Jones(1970. Only

five word orders are found, and these can be accounted forjugtiNP-movement and NumP-

movement?:

(72) ___
Word order Derivation Example
Dem-[Num-CIf|-N  None Chinese
Dem-N-[Num-CIf] NP-to-NumP Burmese
N-[Num-CIf]-Dem NP-to-NumP, NumP-to-DP  Thai
[Num-CIf]-N-Dem  NumP-to-DP Viethamese

N-Dem-[Num-CIf] NP-to-NumP, NP-to-DP Lisu (Lolo-Burm@se

This distribution is precisely what we might expect givenesrputation of of three items, [Num-
CIf], N, and Dem; i.e. 3! = 6. The missing word order, *[NumflclDem-N, could be excluded
by a ban on remnant movement (€inque 200% The problem for the NumH analysis is that
[Num-CIf] seem to behave as a constituent for movement, tawhich is predicted by the NumS
analysis. In other words, the NumH analysis overgenerpteslicting that CIf-N sequences should
be a constituent for movement, or that NP-to-[Spec, ClfPyenoent should be possible.

This argument can be quantified. Given four elements, thexeaetually 4! = 24 possi-
ble word orders (permutations), fifteen of which do not ireotemnant movement. The odds of
randomly choosing any five particular items from fifteen fasschoices is about three in ten-
thousand®! This is the probability that the word orders in (72) occur byamce in a theory where
both numerals and nouns are heads and phrasal movementaanreely. | take this as strong

evidence for the specifier analysis of numerals.

20see references for examples of these word orders in therglanguages. | am following Simpson in assuming that
the demonstrative occupies D for now, though | argue ag#imstonclusion in sectioB.5. Simpson does not actually
discuss the Lisu order, but it seems to be common in LoloishKarenic languages (see, e.yu 2007 for Lisu and
Solnit 1997for Kayah-Li (Karen)).

21The probability of selecting one combination out of all o& fhossible combinations ofobjects takerk at a time is
the reciprocal of the Choose function:
n! -t
(k!(n — k)')
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If cardinal numerals are specifiers, we might wonder abauttmposition of complex car-
dinals. A prominent argument for the analysis of cardinalh@ads is the recursive semantics of
lonin and Matushansk{2006 (I&M), who argue that multiplication is encoded in the gnaar via
recursive partitioning. Consider an example like the follay:

(73) (thGrian)saamr3oj [Ouk.

durian threehundredcLF:BALL

‘Three hundred durians.’
I&M argue that in such a structure the classifier is integuleds a predicate of type,t), and
that each numeral, which I&M analyze as a head, is intergratea recursive function of type
(e, t),{e,tyy from predicates to predicates, whose meaning is providkshbe

(74) a. <e7 t>

three . ) et e, t)

hundred.. ¢ ce.rpy  <e,t)
le‘@@
b.  [[3]] = APeDy 1 AX€D(,3SeD . 1 [TI(S)(X) A |S] = 3 A V=S, RS)]
c. SisapartitiorI of an entity x if it is a cover of x and its cells do not overlagon(in
and Matushansky 2006. 318)
To paraphrase, the denotation of ‘three books’ is the sell @membered sets in which none of
the members overlap, and each member has the property @f &dinok. The specific cardinal-
ity of the members of the sets is not specified, so they coulddfemembered sets, in the case
of ‘three-hundred books.” The system proposed by I&M is pdule and seems to predict that
sequences such asiree-five-seven bookseaning ‘3x 5 x 7 books = 105 books’ should be well-
formed. But such expressions are not part of our linguiststesn. I&M note that this is the case,

and propose that these combinations are constrained alexguistic factors (p. 336-337). Yet
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while ‘convention’ often determines what is common or unoaon, relying on ‘convention’ to ex-
plain ungrammaticality seems advisable only as a last fiesben grammar-internal explanations
have been fully exhausted. As such, 1&M’s failure to excltldese sequences can be considered a
weakness of their proposal, especially in light of the psgbdoelow which moves towards a more
constrained grammatical theory of number.

While the system proposed by 1&M overgenerates, there dodeebe examples where
such recursive power is necessary. These are examplesslibhea-hundred thousand’ where the
appropriate cardinality is achieved by iterated multigtion ‘3 x 100 x 1000 = 300,000." However,
these examples only iterate multiplicativasesor multiplicands, rather than cardinal numerals, i.e.
1-9, which can only ever act as multipliers. This does noy @piply to powers of ten, but also to
irregular bases such a®zen as in expressions such #see-hundred-dozen bogkshich seem
grammatically well-formed, if a little unusual.

Moving back to Thai, it is interesting to note that cases efated multiplication are far less
common due to an enriched set of lexical powers of ten, st below:

(75) a. sip ‘10’ d. mimn ‘10,000’

b. r3j ‘100’ e. séen ‘100,000’

c. phan ‘,0000 f. ldan ‘1,000,000’
These examples seem less exotic when we consider Englisiplicative bases such akwzen'12’
andscore‘20.%2 It would seem, then, that multiplicative bases are subjeatignificant lexical
variation between languages. In contrast, we would expedtthe simple cardinal numerals 1-9
are largely invariant across languages, save perhapsda tiging strictly quinary counting systems,
which would presumably only possess the numerals 1-4.

Suppose that multiplicative bases are structurally disfimom the simple cardinal numerals

1-9. While multiplicative bases are heads, simple cardiaicur in the specifier of these head

22|t is interesting to observe that twelve and twenty ofterveseis the bases for whole counting systems in some
languages, so-called duodecimal and vigesimal countisgeBys, respectively.



Chapter 3: Thai Noun Phrase Structure 119

positions:

(76) a. ClfP, b. CltP, c. CIfP
NumP CIf} NumP CIf} NumP CIf’
Num CIfy CIfPy Num CIf; CIfPy Num CIf CIfP,
| | — | | _ | N —_—
saam phan ... saam Sip saam lGuk
‘three thousand’ ‘thirty’ ‘threecLF’

As the examples above demonstrate, this analysis accoamtisef ability of multiplicative bases,
but not simple cardinals, to iterate. It assumes that nmiigdéfve bases are identical to classifiers not
only in being heads, but also in their syntactic categoryusTlthe lexicalization of multiplicative
bases in languages like Thai eliminates structural conitglexthe DP.

The semantics of multiplicative heads above the classifeifiare similar to the one pro-
posed bylonin and Matushansky2006 with the addition of a semantic argument position for
numerals. | assume that the numerals 1-9 are arguments ®f¢ypwhich simply denote the
corresponding cardinality. The meaning of multiplicathvases is thus roughly equivalent to the
semantics for classifiers, with the exception that they fakeerties rather than kinds as their input.
This ensures that these heads attach above the CIfP poojeather than below it.

In Thai, there are several pieces of evidence supportingsyheactic distinction between
multiplicative bases and simple cardinals. First amongehis ellipsis, which has served as a
reliable diagnostic for head-hood already in this sectibime following example demonstrates that

like classifiers, multiples of ten such pkan ‘1,000’ license ellipsis:

(77) a. Q:mii faray Kii khon naj kruythéep?

havewesternehow.manyCLF:PERSONIn Bangkok
‘How many westerners are there in Bangkok?’

b. A:haaphan
five thousand

c. A:haaphan khon
five thousandCcLF:PERSON
‘Five thousand.’
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The ability of multiplicative bases to license ellipsis traists with the behavior of simple cardi-
nals, which cannot, as was shown earlier in exan(pl). Thus, evidence from ellipsis supports a
distinction between simple cardinals and multiplicatiesés.

This distinction potentially explains the fact that in déier languages such as Burmese and
Nung, classifiers are optional in the presence of multipfek0oAikhenvald 2000 p. 100). This
is not the case in Thai, however, and we would not want to assilvat classifiers are actually
optional in these languages, but rather that their delesiinensed by the presence of these higher
multiplicative bases. Classifiers cannot be truly optidiedause their semantic role of extracting
atomic properties from kinds is required for computing th&se of any higher numerals.

More specific evidence that multiplicative bases have theistof classifiers comes from
the ability ofkii ‘how many’ to combine with multiplicative bases. Otherwigg is restricted to
occurring with classifiers:

(78) mii farar Kii phan  khon naj krugthéep?
havewesternehow.manythousandcLF:PERSONIn Bangkok
‘How many thousand westerners are there in Bangkok?’
However, the observation thiii treats multiplicative bases and classifiers alike is nqtrssing in
light of the fact that it simply has the distribution of sireatardinal numerals.

One guestion that this analysis leaves open is why numeaal®cly occur in the specifier
of the topmost multiplicative base. This is especially peatmtic in light of the semantics | am
adopting for classifiers, and hence multiplicative basesyhich they necessarily take a numeral
argument. One way out is to assume that heads dominated iipadbbases contain a null numeral
‘one’ in their specifier. This aspect of the analysis is somawstipulatory at this point, though
below | will revisit the idea of a null numeral ‘one.

In this section | have argued that simple cardinal numeradssaecifiers of ClfPs, while

complex cardinal numerals are conglomerates of specifisishaads, with multiplicative bases
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serving as classifier-like heads. Evidence for this claimedrom ellipsis and the universality of
the numeral-classifiemword order. To account for these structures, | proposeddiasifiers can

iterate within the Thai DP.

3.4.2 Other quantifiers selecting classifiers

To this point, we have only dealt with numerals, which arekepaantifiers. Additional weak
guantifiers which occur with classifiers inclutiean ‘some’ andlaaj ‘several. Strong quantifiers
which occur with classifiers includitk ‘every’ and thdy ‘all/the whole. These two groups of
guantifiers are distinct in that while the strong quantifieas co-occur with numerals, the weak
guantifiers cannot:

(79) a. thlrianthay sdamluk
durian all threecLF

‘all three durians’

b. tharianthik saamluk
durian everythreeCLF
‘every three durians’

(80) a. *thdrianlaaj saamlGuk
durian severathreecLF

b. *thUrianbaay saam lGuk
durian everyseveralcLF

The ability of strong quantifiers in (79) to co-occur with newrals provides evidence for a higher
functional position above the CIfP. | propose that this @ctipn is the DP, and that these quantifiers

are D-heads:
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(81) DP
NP; D’
/\
tharian D[uN] Cifp

This D-head necessarily triggers NP-movement to its specds we have seen. Suppose that this
is motivated by the categorical selection requirements,ofBlized as an uninterpretable category
feature [uN] following the theory of selection Matushansky20089.
Of course, the strong quantifiet€ik ‘every’ andthdy ‘whole’ can also occur without numer-
als:
(82) a. thariarthar 1Guk
durian all cLF

‘the whole durian’

b. tharianthik |Guk

durian everythreecCLF

‘every durian’
Note that the semantics of the quantifiédy is not directly equivalent to any English quantifier,
though it is close to ‘the whole, and when combined withy ‘two’ has a meaning identical to
‘both.’

When they do not occur with numerals, we can assume that [$J# is filled with a null

numeral ‘one, resulting in an atomic property. While thevensal quantifiethtk simply quantifies

over that property, the universal quantiftésn quantifies over subparts of a single instance of the

property denoted by its NumP complement. | will not implemamarticular semantics for these
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quantifiers, but note that in both cases they would be intéedras generalized quantifiers, with the
CIfP serving as their restricté?.

On the other hand, the inability of the weak quantifiers suehaay ‘some’ andlaaj ‘sev-
eral’ to occur with numerals seems to provide evidence theyt themselves occupy [Spec, CIfP].
Evidence for this position comes from their ability to ocauthe specifier of multiplicative bases,
which were argued to also contain a dedicated specifieripog$dr numerals:

(83)  tharianldaj  r139j [Guk

durian severahundredcLF

‘Several hundred durian’
Both quantifiers are vaguely associated with a certain naimenge. Fobaay ‘some’ this is perhaps
two to four, while forlaaj ‘several’ this is roughly five to nine.

Further evidence that weak quantifiers occupy [Spec,CliRjas from their ability to occur
with strong quantifiers:

(84) a. (?)thdrianhayg laaj  10uk

durian all severalcLF

‘all of the several durians’

b. (?)thlOrianthay baar 10uk

durian all somecLF

‘all of the some durians’
Some Thai speakers do find these noun phrases awkward, hpweat least more awkward than
those with numeral. This might be because for some spedkese weak quantifiers must co-occur
with a null existential determiner.

An analysis of these weak quantifiers is provided below. Isesavhere no overt strong

quantifier is available, D is presumably filled by a covert [diie

23See chapted for more on the interpretation of Thai quantifiers.
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(85) DP
NP; D’
T~
tharian /\

To sum up, the ability of these quantifiers to combine withrsgrquantifiers, even marginally, seems
to indicate that they do not occur in the same position as titemg quantifiers, but in the same

position as numerals, confirmed by the fact that weak quartgiftannot co-occur with cardinal

numerals.

To conclude, note that we have now seen two cases where auméral ‘one’ is needed,
once with the iterated multiplicative bases in the previsastion, and once here with universal
guantifiers. These two cases are similar in that they invalve@vert head position above the nu-
meral. Thus, | would like to propose that the deletion of theneral ‘one’ in Thai applies freely
whenever CIfP contains an overt head above it within the stametional projection. This is a
descriptive generalization in the context of my analysis, ibseems to cover the relevant cases
and will provide a way of accounting for additional cases rgh® numeral is present later in this

chapter as well as in chaptgr

3.4.3 Quantifiers without classifiers

As mentioned above and in secti®ri.1, quantity expressions which occur without classifiers
generally can occur with nouns that are notionally eithessra count. In the table if68), several
such expressions of quantity which occur were listed, bertettare clear differences between these

elements, both in terms of their internal structure and th&inantics.
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Take, for instance, the quantity expressjaii ‘a lot’ and the degree expressiamak‘very/much.’

These can occur together, with the degree expressi@mk modifying the quantity expression:
(86) mii thUriany3? maak

havedurian a.lotvery

‘There are a lot of durian.’
This seems to indicate thatdakis actually a degree operator rather than a quantifier pefise.
ability of maak to modify adjectival predicates confirms this view, a proypet shares with the
guantity expressiondgoj ‘a little’:
(87)  tharianlQuk nii jaj maak/ ndoj

durian cLF thisbig very / a.little
‘This durian is very big / somewhat big.’

This use is not available fors?, which only can indicate quantity:
(88) *tharianlQuk nii jaj y3?
durian cLF thisbig a.lot
However,y3? andndoj can modify VPs that denote quantifiable events:
(89) a. maa-kwan Nit ndon y3?(-y€?) / ndoj
last.night Nit sleepa.lot / a.little
‘Nit slept a lot / a little last night.’
b. mia-waan-nii Nit thamnaan y3?(-y£?) / n3oj
yesterday Nitdo worka.lot / a.little
‘Nit did a lot / a little work yesterday.’
Note that in these adverbial usgsy can be partially reduplicated, as is common for adverbss Thi
reduplicated use can also modify nouns, however:
(90) Nitmii thOriany3?(-yé?) najbaan

Nit havedurian a.lot in house
‘Nit has a lot of durian at home.’
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There are several other reduplicated variants of each séthmdifiers.

The main point | would like to draw out of this discussion iattthese weak quantifiers which
do not require classifiers occur in a variety of syntactidremments which are not limited to those
inside of the noun phrase. Based on this observation, aldathgthre fact that these elements follow
the noun or VP that they modify, an obvious analysis of thésments is as simple adjuncts. This
conclusion is similar to the analysis IDoetjes(1997 of quantifiers which show a similar lack of
selectivity in French, Dutch, and English, suchedst.

On the other hand, the quantifi#rig-mot is slightly more selective in that it generally oc-
curs with DPs. This quantifier is composed of two morphentes, ‘all,whole,” introduced in the
previous section, and the intransitive venbt ‘empty, finished’:

(91)  thOrianthag-mot mén  maak
durian all smellyvery
‘All of the durian are very smelly.
This quantifier does seem to have adverb-like uses, eslyeiciahtroducing quantity expressions
containing classifiers, in which it seems to have a meanioggtlto ‘altogether:’
(92) a. nakriamii thag-mot haa-siphaakhon
studenthaveall five-tenfive CLF
‘Altogether there are fifty-five students’
b. chanhenphQuchalthaymot saamkhon—— John,Peterlép Mike
1sG seeman altogetherthreecLF John PeterandMike
‘| saw three men altogether: John, Peter, and Mike.” Pirigawiboon 2010p. 78)
In both of these examples, the quantifier seems to exhaukgfpredicate, rather than the noun
phrase per se. So like the weak quantifiers above, a plawsilblgsis ofthdy-mot is as an adjunct,
albeit one with complex internal structure. In sect®d.21 proposed that the quantifiehdn is a
D head. This is not necessarily at odds with the current malp@and it is not unlike the way that

the English expressioaltogethercontains a quantificational determiner even though it dags n

function as an argument.
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The last two quantificational elements which occurred withdassifiers were the propor-
tional modifiersstan-jaj ‘majority’ and stian-kek ‘minority. They literally mean ‘big-part’ and
‘small-part.” The ‘big’ and ‘small’ part of the expressiomrt also be occupied by the quantifiers
maak ‘very/much’ andngoj ‘a little’, discussed above, e.guian-méak ‘majority’ and sian139j ‘mi-
nority.” These expressions lack the superlative readirighedEnglish quantifiersnostandleast
To achieve that reading, Thai must apply the superlativengritiii-sut to maak ‘very/much’ and
nJoj ‘a little’: e.g. maak-tHi-sut ‘the most’ andnsoj-thii-sut ‘the least.’

The idea that the ‘majority’ and ‘minority’ expressions Hed bystuan‘part’ do not involve
a classifier is actually somewhat misleading. In fact, thenrsdianitself is an extrinsic numerative
(i.e. measure word) meaning ‘part’. Evidence for this casidn comes from its ability to occur
with quantifiers, e.g.saam @ian ‘three parts’,thiik dian ‘every part’. The second component of
these expressions is arguably a deictic element whichdethe classifier. Evidence for this view
is thatsiancan be licensed by deictic elements, elgan-iuy ‘a part’ andsian-ii ‘this part’. Suan
has also been lexicalized as a classifier used for body padtergans, though this is arguably now
an independent word.

In summary, we have seen in this section that the system aftifjees in Thai is rich and
complex. Some quantifiers have been treated as projectimve ghe CIfP, including multiplicative
bases, which | argued were akin to classifiers themselvesstmong quantifiers, which | argued
headed the Thai DP. Others quantifiers occupy specifieriposjtsuch as cardinal numerals and
those weak quantifiers which select for quantifiers. Finaligse quantifiers which did not occur

with classifiers were argued to be adjuncts to the noun phrase
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3.5 Deixis

This section provides a brief overview and analysis of asctdselements which are deictic,
meaning that their interpretation is context dependentilllargue in this section that the class of
deictic elements in Thai are adjuncts to the CIfP projectmontra earlier work arguing that they
are heads of a D or Spec projection.

Deictic modifiers in Thai are a class of elements which regualassifiers, and which pick
out a particular atom in the context. They are syntacticallyatural class in that they all follow
classifiers rather than preceding them. These modifiersdealemonstratives, which mark a three-
way distinction in Thai (93-a), an unstressed variant ofrttmeral ‘one’ (93-d), ‘sole’ (93-c), and

a wh-/indeterminate element equivalent to English ‘whi@8-d):

(93) a. thariart(I0uk) nii/nan/ndon
durian cLF  this/that/yonder
‘this/that/yonder durian’

b. tharian*(I0uk) nuny
durian CLF  one
‘a certain durian’

c. tharian*(IGuk) diw
durian cLF  sole
‘the single durian’

d. tharian*(I0uk) naj

durian cLF  which
‘which/any durian’

These four deictic elements cannot co-oc&ur:

241n some cases, repeating the deictic modifier can is licebgenultiple occurrences of the classifier:

(94) tharianlGuk nay 10uk nii
durian CLF onecCLF this
‘this one durian’
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(95)  *tharianlOuk nuy nii
durian CLF onethis

Deictics also include a class of ordinal deictics, inclgdiordinal numerals, formed with
the relative markethii+numeral (96-a)réck/sit-thdaj ‘first/last’ (96-b), andnaa’koon ‘next, fu-

ture/previous, former’ (96-c):

(96) a. thariant(I0uk) thii nam/sdon/etc.
durian CLF  REL one/two/...
‘the first/second durian’
b. tharian*(I0uk) réek/sut-thdaj
durian cLF  first/last
‘the first/last durian’

c. tharian*(I0uk) naa/kdon
durian CLF  next/previous

These ordinal elements cannot occur together, but they @aur avith demonstratives, which must
occur to their right:
(97)  thariansaamlQuk réek nii

durian threecLF sole/firstthis

‘these first three durians’ (cDeephuengton 1992x. 81)

In the absence of numerals, classifiers modified by a deictidifier must be interpreted
as singular. Most of these modifiers also must be interprasedefinite; the one exception is the
unstressed ‘one’ in examp{83-b), which can be used in presentational sentences to intraukwe
discourse referents.

However, this unstressed ‘one’ is distinct from Engligh), as it requires a specific indefinite

interpretation, as shown by its inability to take narrowedelow higher scopal operators:

This may indicate that deictic modifiers attach to a dedat@i@sition in the noun phrase, and that in some cases repeat-
ing them requires recourse to apposition. Alternatelys thay be evidence for classifier recursion, as is suggested in
different contexts bysinghapreech&001). Last, classifier recursion could be generated by spedliignultiple copies

of movement, as suggested for repeater classifiers in se&:203 | take issue with Singhapreecha’s particular analysis
in section5.2.1, but more work is needed to understand the correct analgdisiraits of classifier recursion.
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(98) a. Nithda déek khonnu
Nit searchchild cLF one
‘Nit it is looking for a particular child. (*look for> 4, 3 > look for)

b. Nityayg maj phopdek khonnu

Nit still NEG meetchild cLF one

‘Nit hasn’t met a particular child./(* > 3,3 > —)
(98-a) shows that when the unstressed ‘one’ occurs belowtansional verb, it can only receive a
transparent reading. Opaque readings, where the idefitibeahild is not know, are not allowed.
Likewise, (98-b) demonstrates that the unstressed ‘onet talle scope above negation. In contrast,
true indefinite articles would be expected to show scopaliguitly in these cases. Note that in
Thai, the narrow scope reading can be unambiguously olotaingply by replacing the object noun
phrase with a bare noun in both cases (cf. se@idn3.

The requirement that these deictic modifiers occur withsifiess is not too surprisingp, |
assume that deictic modifiers occur with classifiers in otdepick out individuals in the atomic
domain, and as such must have that domain made accessibEnidy classifiers.

A common view of demonstratives in the literature on Thahat they head a DP projection

above the CIfP, in essentially the same position | propokati dtrong quantifiers occur. This is

25This claim is actually false for demonstrativédundius and Kolvek1983, Visonyanggoor(2000, andPiriyawi-
boon(2010 observe that demonstratives can occur widmimatenouns without an intervening classifier, in which case
the noun phrase can be interpreted as referring to a patikind, or a plurality, rather than to a particular individiu

(99) a.  daj namthoorésap (khré&an) nii pajsdom
AsptaketelephonecLF thisgo fix
‘[ took this telephone to go fix.’
b.  thoordsap nii ca? maa phrdom kap naaoo samphat
telephonehis PROSPcomeset with screentouch
‘This telephone comes with a touch-screen. Pirfyawiboon 2010p. 85)

In (99-a) we see that the classifier is optional, but regasdtd whether it is there, the object noun phrase refers to a
particular object. However, when the classifier is absdw,noun phrase can be plural. In (99-b), on the other hand,
the classifier is absent and the noun phrase refers to awartkind of telephone. Both of these cases are somewhat
surprising, as there is an overt numerativa), which means ‘kind’ and is generally used in exactly caseb si$ (99-b).

I will put these cases aside for now, because | do not know ba@e¢ount for them, nor the animacy restriction particular
to demonstrative optionality. It may be related to the faet texical plural markers can only occur with animate nouns
(section3.3.3, meaning that there is some covert counterpart to this enddt inanimate nouns and kinds. Resolving
this issue is admittedly essential to the complete picture.
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the view adopted byPiriyawiboon (2010 and Simpson(2005.26 Both of these analyses must
assume additional ‘roll-up’ movement of the CIfP or NumPHis thigher DP projection in order to
accommodate the sentence-final position of the demongtrati

While it is true that languages such as Thai which lack defiaiticles often make use of
demonstratives in cases where, e.g., English would useratdediticle, the two should not be con-
flated. Piriyawiboon(2010 clearly demonstrates that demonstratives in Thai are quotvalent to
articles in that they do not show the propertycoinsistencywhich distinguishes demonstratives
from non-demonstrative definiteBdyal 2004 Lobner 198%. Observe that while the English ex-

ample in (100-a) is a contradiction, the Thai sentence i0i)s fine, like its English translation:

(100) a. #The boy is sleeping and the boy is not sleeping.
b. dek khonnannoon yuu tge dek khonnanmaj-dajnoon yuu

child cLF thatsleepproGbutchild CLF thatNEG  sleepCLF

‘That child is sleeping but that child is not sleeping.” Pifiyawiboon 2010p. 49)
Thus, while demonstratives are used in definite environsi€hey also contain ‘more’ semantics
than simple definite articles do, allowing them to be useidifelisly in examples such as (100-b).
Piriyawiboon (2010 still pursues an analysis of demonstratives as headsglhsiie argues that
they occupy a ‘Spec(ific)’ head, rather than a DP head.

Yet is not obvious that demonstratives should be analyzeteads. Analyses of demon-
stratives in inflectional languages such as Romance and @&croften observe that they seem to
be bimorphemic, with one element corresponding to a defméeker and the other corresponding
to the marker of locationBernstein 1997Leu 200§. Dryer (1992 pp. 120-122) observes that
in some languages, the order of demonstratives and nourssndbeorrespond with the order of

articles and nouns, with demonstratives resembling adgscin their placement.

26An alternative view of demonstratives is provided igonyanggoon(2000, who argues that they occupy [Spec,
CIfP]. She analyzes Num-ClIf juxtaposition as resultingriroead movement of the classifier, so | put her analysis aside
for the present discussion. In many ways her analysis idaita the one | propose here in spirit.
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Because definiteness is rarely marked overtly in classdieguages, an alternative to ana-
lyzing demonstratives as overt instances of D is to analjeenton par with adjectives, adjoined
perhaps to the CIfP itself. This idea is outlined in (101ddpng with the alternative analysis of

demonstratives as D heads in (101-a):

(101) a. Demonstratives as D heads b. Demonstratives as adjuncts
DP
CIiP; D’
/T\ D/\t thurlan
NP, | CifP B t cifp
s | |
thdfian— NumP - CIff | ; CifP DemP
_—~ N [
1 saam CIf & | | .
‘ ‘ | ‘ | ‘ NumP CIf
[ | ~ : |
. ok 1 ; “saam  CIf 1,
\77777777777777) | ‘ ‘
: [Ouk

I have included a numeral in these examples, but in the casesevino numeral is present, | assume
that a null ‘one’ is present, as described in sectBofh.2and 3.4.1 In addition, | assume that
even if deictic elements are adjuncts, their presence $dtm addition of a D head above the CIfP
projection, which is either definite or indefinite dependomgthe features inside the clause. See
chapters for more details on the nature and distribution of this gilerhead.

Regarding the ordinal deictic elements above, note thaharshumbers in particular are
phrasal and thus could be accommodated into a view of deiaianodifiers, as in (101-b). Like-
wise, the fact that ordinal modifiers can co-occur with desti@tives indicates that at least one of
these elements is an adjunct. However, the inability of rotleéctic elements to co-occur seems to
favor the head approach in (101-a).

However, there may be an independent semantic explanatidimef inability of certain deictic

elements to co-occur. Consider the deictic elemen(81i) Some of these, such as the demonstra-
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tives, imply the existence of other individuals in the diss®. However, the only other definite
deictic elementdiw ‘sole, single’ excludes the existence of other individualthe discourse. Like-
wise, ordinal deictic modifiers may not be able to co-occuwabse they all refer to some position
an object holds in some ordered space or time. Thus, an etmarfor the inability of these deictic
elements to co-occur seems to be available on independemnds, obviating the co-occurrence
facts as an argument for the head analysis.

An additional complication for the head analysis of dem@isies is the analysis of quan-
tifiers as D heads in sectidh4.2 Unlike demonstratives, these heads do not trigger moveafen
their entire complement to their specifier position. Momg¥hey can co-occur in some restricted
cases:

(102) nakrianar saamkhon nii

studentall threecLF this

‘All three of these students’
In order to maintain the head analysis of demonstrativesjotstratives and strong quantifiers
would have to head different projections in the nominal spiiMoreover, demonstratives would
have to be analyzed as structurally higher than these stioaagtifiers, as they presumably trigger
movement of the whole QP complex to their specifier positamin (102-a). However, there is a
clear sense in which the demonstrative in (102) seems teedwelpw the universal quantifier, as in
the translation. This follows from the adjunct analysis efrtbnstratives but not the head analysis,
where they would necessarily scope above the quantifies. dlsio not clear how a demonstrative
could be interpreted above a quantifier, provided that trentifier does not produce referential
noun phrases.

A final argument against the head analysis comes from thslorgsistic distribution of these
elements in classifier languages. As noteoyer (1992, languages which lack articles are good

candidates for being languages in which demonstratives tia distribution of adjectives. This
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is exactly what we find in Thai: the position to the right of #lassifier follows directly from the
independent availability of right adjunction in Thai.

In fact, if we look at other classifier languages, there isearctorrelation between the order
of adjectives and relative clauses relative to the noun l@dtder of demonstratives relative to the
noun. Thus, in strictly head-final languages such as JapamesBurmese, demonstratives precede
the head noun, along with maodifiers. In Japanese, when deratwviss attach to nouns, they receive

the same genitive marker as adjectives (103-a). When thayr anaphorically, however, they do

not (103-b):

(103) a. ko/so/a-no inu -wa ookidesu
this/that/yondeiGEN dog-TOP big cop
‘This/that/yonder dog is big.’

b. ko/so/a-re -wa ooki desu

this/that/yonderToP big is

‘This/that/yonder (thing) is big.
Saito et al.(2008 have recently argued on the basis of NP-ellipsis that séwgher elements
which attach to the noun viano are, in fact, adjuncts rather than incorporated into thetfonal
structure of the clause. Furthermore, because demonssaiie on the left periphery of the noun
phrase in Japanese and Burmese, which are both head-fied, dbes not seem to be a way of
deriving the position of these demonstratives with lefadvarovement. Likewise, in Viethamese,
functional morphemes generally precede the noun, incudismerals and classifiers. However,
demonstratives, adjectives and relative clauses allviotloe noun Nguyen 2004 In Chinese
dialects, of course, all modifiers, including demonstegijvoccur on the left. Thus, | conclude that
because demonstratives generally are correlated withdsiéign of adjuncts, they are adjuncts to

CIfP, and that the restrictions on co-occurrence obserlesdeare due to semantics.
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3.6 Summary

This chapter has discussed Thai noun phrase structure th,deyilding up the structure
from the level of the bare noun to the higher functional strreof the clause. An analysis has been
pursued which is compatible with the view that Thai noun pasaare headed by common nouns
which are interpreted as kinds, following the workkrifka (1995 andChierchia(1998. We saw
that one benefit of this analysis is that it is able to providelzerent explanation for the requirement
that classifiers occur with numerals and other distribugivantifiers.

A semantics for classifiers was adopted in which they alwaydain a numeral argument,
but only after combining with their kind-denoting nominanoplement. This entailed that NPs
must move from a position to the right of the classifier in Tlagproposal that found support from
the observation that classifiers have several propertiesmofional heads in the noun phrase.

While Thai does have ways of making reference to pluralitres saw that the grammatical
means for marking plurality were restricted, both lexigalh that they could only occur with a
subset of Thai nouns, and pragmatically, in the case of thective markemphlak

Quantifiers were seen to broadly fall into two groups, thdsg bccurred with classifiers
and those that did not. Most of the quantifiers which occuhauit classifiers were argued to be
nominal adjuncts. Evidence was presented demonstratatghtimerals do not project their own
level of structure, but sit in the specifier of the CIfP, thbugultiplicative bases were argued to
project additional functional structure by analogy withssifiers, based in part on their ability to
license ellipsis, like classifiers and unlike numerals. i@&s numerals, quantifiers occurring with
classifiers were split into strong and weak, with the formmaupying a high D head and the latter
occupying the same position as numerals, the specifier & CIf

Finally, it was argued that deictic modifiers, such as deinatiges, are adjuncts to CIfP

rather than functional heads, con8anpson(2005 andPiriyawiboon(2010, among others.
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The structure | have argued for in this section departs flweretrlier literature on Thai on a
number of grounds, while in others it is quite standard. Eangple, the notion that NPs move in
Thai is not novel, nor is the idea that classifiers head foneli projections above the NP. However,
in proposing that numerals and demonstratives do not heacidmal projections, | am at odds
with many proposals about noun phrase structure which dshere these views, both about Thai
(Simpson 2005Piriyawiboon 201Das well as about Chines€ljeng and Sybesma 1999 1999).

In addition, the idea that multiplicative bases have esalgnthe structure of classifiers is novel.
Finally, the idea that strong quantifiers head the Thai DRdavihe roll-up phrasal movement which
was associated with earlier analyses of Thai phrase staucited above. | will come back to this D
head in chapteb, and argue that it can be filled by a null element, as | argue@stin the section
on deictics above.

These latter aspects of my analysis provide the groundsédiotiowing two complementary

generalizations about Thai noun phrase structure:

(104) a. When classifiers are absent, Thai noun phrases @ &lPa.

b.  When classifiers are present, Thai noun phrases project DP

We saw throughout this chapter that bare nouns are tremstydexible in the range of inter-
pretations that they permit, in terms of (in)definitenesd mamber. However, the addition of the
classifier always restricts these interpretations, gélgetae to the presence of additional functional
words which mark the noun phrase as definite, quantificdti@e The next three chapters focus
on different aspects of bare nouns, the DP, and quantifietiooun phrases in turn, but together
they will further develop a framework which maintains thegelizations in (104).

Several aspects of noun phrase structure did not receifieisnf attention in this chapter.
This was not really by design, but more because they did retaat in obvious way with the

notional categories analyzed here, and there has beerdiririlependent work on them. One
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obvious area is the syntax of possessors, especially iagairt light of the role that possessors
have played in shaping our understandings of DP structunesdme discussion of possessives, see
Piriyawiboon(201Q p. 79-81).

Another domain which has remained largely unexamined isyh&ax of basic nominal mod-
ifiers, particularly adjectives and relative clauses. Whdlative clauses will be a major focus of
the next two sections, | will not take up the topic of adjeesiv A theoretical question which has
attracted a fair amount of attention is whether adjectiva $yntactic category at all in ThaP¢st
2008 Prasithrathsint 20Q0NVarotamasikkadit 1996mong others)Visonyanggoon(200Q p. 47-

53) presents several arguments against this conclusievevan, clearly establishing the existence

of adjectives in Thai.



Chapter 4

Generalized Clausal Modification

This chapter examines the syntax and interpretation okelamodifiers within noun phrases
in Thai. The primary focus is on the proper analysis of theiThktive complementizethii,
arguing that it functions both as a complementizer and a$ative operator. Thus, | propose, in
every environment whertii occurs before a clause in Thai, that clause has the semgpéiof a
property. In addition to appearing before relative clayg@salso appears before noun-complement
clauses, where there is no obvious gap for the relative tgreta bind. | argue that the proper
analysis of noun-complement clauses takes them to be nbmiodifiers, and thathii in noun-
complement clauses binds a variable corresponding to thopition denoted by the clause itself.
| also extend this proposal to account for the presendliion clefts and infinitive complements of
verbs.

Thai is one of several languages where relative clauses ama-complement clauses are
marked with the same particle, along with Mandarin Chin&mpson 2008 Korean §ohn 2001
p. 309) and KhmerGomrie and Horie 1995 Below, the Thai particle is shown in the relevant

environments, first introducing a relative clause (1), drahta noun-complement clause (2):

138
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@ [np nakrian [re thii khruu khuantii _; ]] son maak
student THII teachershouldhit ec  naughtyvery
‘The student that the teacher should hit is very naughty.’

2 chanmay chdop [np khwaam . khit [ycc thii waa khruu khuantii nakrian]]

1SG NEG like idea THiI comp teachershouldhit student

‘| don't like the idea that teachers should hit students.’
In both environmentghii is obligatory.

At first pass, the simple claim th#tii is a complementizer in (1) and (2) appears sufficient,

given that it proceeds clauses in both examples. Yet in noampement clauseshii is followed
by another particlewaa. This particle is glossedomp because it also introduces the complements
of verbs, from whichthii is absent:
3 chanphliutwaa khawca yaay baan

1sG say comp3 FUT movehouse

‘| said that she’s going to move.’
Clearly, then, the most natural analysisa#ain (3) is as a complementizer, which brings us to the
main empirical puzzles that this chapter attempts to answéat isthii? Why does onlyéaaoccur
in verbal complements? And why are betha andthii required in noun complement clauses?

Relative clauses and noun-complement clauses are oftenaseleaving different kinds of
syntactic relationships with the head noun; relative dausre modifiers, while noun-complement
clauses are complements. This claim has challenged, howesreexampleStowell (1981, p. 203)
argues that noun-complement clauses are appositive nrgdifegher than nominal complements
(see alsa@Grimshaw 199GandMoulton 2009 ch. 2). In this chapter | propose a unified analysis of
relative clauses and noun-complement clauses. Whiledkeivation differs in terms of whether the
noun can originate inside of the clause, as is the case itiveetdauses, | argue that their structure
and interpretation is nearly parallel.

A separate theoretical issue is raised by relative claus&Enguages like Thai and Chinese
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that lack determiners. Thai relative clauses allow inggtions that implicate reconstruction of
the head noun into the relative clause. Yet influential antoof reconstruction such as the head-
raising account oKayne (1994 analyze the relative CP as the complement of a determirigr, w
the head noun originating inside the CP. Thai noun phras&sdefinite determiners, however, and
bare nouns freely occur as arguments. Below | argue that & rEhative clauseshii functions
simultaneously as a relative operator and a complemensgailar to the analyses @&dger and
Ramchand2005 andCheng and Sybesn{@0086. | also propose, following the proposal Abun
and Li (2003 for Mandarin, that Thai bare nouns can be derived by reptioje of the NP above
the relative clause, deriving a structure that is nearlytidal to the traditional adjunction structure
for relative clauses.

If thii is a relative operator, it is unclear why it occurs in noumptement clauses. Following
Potts(2002), | propose that noun-complement clauses are nominalizgabpitions type-shifted to
properties in order to semantically combine with the notney tmodify;thii is responsible for this
shift to the property type, as with relative clauses. Undies view, the complementizeraa is
a semantic nominalizer for propositions, a preliminaryrste the formation of properties. This
proposal accounts both for the absencéhiifin verbal complements, as well as for the presence
of waathere, as clauses there function directly as the argumerarbf Thus, the central claim of
this chapter is thathii occurs before relative clauses and noun-complement daasseause both
are interpreted as properties, and both combine with tregidmoun by Predicate Modificatidn.
This analysis is further generalized to the distributionhiifin other clausal environments, such as
in clefts and infinitive clauses, which | argue also functa@predicates.

A different approach téhii has been pursued lien Dikken and Singhapreec(2004, who

proposed thathii functions as aINKER, a marker of DP-internal predicate inversion. | examine

LA similar structural claim, albeit without the modern sysita and semantic implementation, is madeBkniyom
(1982 p. 60-61).
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this proposal closely and argue that their analysis doegemralize to the full distribution of the
particlethii. TheLINKER analysis is also based on problematic assumptions aboutlBisaifiers,
which play a crucial role in the predicate inversion proposa

The structure of the chapter is as follows. Sectdohintroduces the distribution dhii and
sets up the analysis. | start with relative clauses in seetih.1and extend the analysis to noun-
complement clauses in sectidr2. Sectiord.3briefly examines the occurrencetbfi in contrastive
clefts and infinitives, arguing that the analysis preseinteitie earlier sections can be extended to
those cases as well. Arguments against the proposdébyDikken and Singhapreec2004 are

presented in sectioh.4.

4.1 Thii as a Relative Complementizer

While we saw in(1) and(2) thatthii introduces clauses, this use is historically derived from
its use as a noun/classifier meaning ‘pla@ea), with an intermediate stage wheféi was used as
a preposition Kullavanijaya 2008 The following examples show that the noun/classifier usk a
the propositional use dhii still occur in modern Thai:
4) a. raan?ahaan nii mii saamthii

restaurant this hasthreecLF:place
‘This restaurant has three locations.’

b. rdan.?ahdan thii Boston
restaurant at Boston
‘Restaurants in Boston’
The historically and synchronically nominal naturetldi is not unigue among Thai propositions.
For example, the possessive preposift@iorn also has a use as a noun meaning ‘thing, possession.’

Recall thatthii occurs before relative clauses and noun complement clgds&sSs) in(1)

and(2), respectively. In NCCghii is optionally followed by another particle, the complenizst
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waa. Historically related to a verb meaning ‘to say’ (eThepkanjana 1986. 222-225)waa is
the complementizer for clausal complements of verbs, varettmbedded propositions or questions
(for discussion seRuangjaroon 20Qxh. 2-3):
(5) a. charkhit/phQutwaa khawca yaay baan
1sG think/say comp3 FUT movehouse
‘| think/said that she’s going to move.’
b. chanrflu waa khawca yaay baan
1sG knowcompr 3 FUT movehouse
‘I know whether she’s going to move.’
c. chantaamwaa khawca yaay baan maj
1sG ask comP3 FUT movehouseYNQ
‘| asked whether she’s going to move.’
If waais a complementizer, it is not clear whiyii also appears in NCCs.
Early accounts ofthii in Thai relative clauses identify it as a relative pronotifags 1964
p. 243, Warotamasikkhadit 1972p. 48). Kuno and Wongkhomthon@1981h also implicitly
support this analysis, stating “without making a theosdticlaim ...we can informally say that
...thii performs the function of the object...and ...subject ofwbb” (p. 196). Howeverthii
does not resemble any pronominal morphemes in Thai, edlyegieen its locative origin. Other
syntacticians, such @kniyom (1982 conclude thathii is a complementizer, based primarily on
the argument that it precedes NCCs, which do not contain gagape have already seen.
The relevant distribution ahii andwéaa before finite clauses is summarized below:
(6) thii waa tHi-waa
Relative Clause + - -

N-complement - (-) +
V-complement (=) + -

As the table showsthii occurs with relative clauses, whiteii-waa occurs only in NCCs. The

waa column has been put in parentheses for the NCC kgig does occur alone in noun phrases
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in some limited environments, but only as nominalized VRanittal to independent cases of
V-complementation (see sectigh2.]). Likewise, thethii column is in parentheses for the V-
complement row because while V-complements wlihdo occur they are reducible to NCCs (see
section4.3.]). The list above does not exhaust the environments whete gticle is found. In
section4.3 | show thatthii also occurs before infinitival clauses, and suggest an sixterof the
analysis presented below to that environment.

Listing these environments brings the problem of the stafukii into sharp relief. While
thii is necessary whenever there is a gap in the embedded clappertng the view that it is an
operator, it also occurs in NCCs, where there is no obviops ganatural solution to this dilemma
is to analyzethii as simultaneously an operator and a complementizer. T@ttis| propose that
thii is identical to what has been called a relative complemeniiz many languages, including
other East and Southeast Asian languages such as Mandaries€H.i and Thompson 1981
p. 579-585) and Viethamesbdlguyen 2004 p. 59-60). Dedicated relative complementizers also
occur in the isolating Kwa languages of West Africa, inchgliYoruba Bamgbosé 1975 Akan
(Saah 201 and GungbeAboh 2005, and are also found in Bulgariakiapova 201, Swiss
German yan Riemsdijk 19892003, and Gaelic languages such as IridhcCloskey 1979 and
Scots GaelicAdger and Ramchand 20D5A recurrent pattern in these languages is that the relativ

complementizer seem to serve the role of complementizeredative operator simultaneously.

4.1.1 The syntax and semantics of relative clauses

The standard analysis of relative pronouns in English ispesators that bind a variable

located in the gap within the relative clause:

(7 [erOpi... [tp...zi .. ]l]
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These relative operators thus take clauses and return sersantences with the interpretation
of a property. This ‘predicativizing’ function of a reladivoperator, often referred to as predicate
or lambda abstraction, is uncontroversial, going back adtléoQuine (1960. Once the relative
clause has the denotation of a property, the relative headngosed with the relative clause by
Predicate Modification (e.ddeim and Kratzer 1998. 65), essentially set intersection. Far more
controversial is the question of how the relationship betwthe relative clause operator and the
gap is established, and what the syntactic relationshigtizden the relative clause and the head
noun.

There have been three main syntactic analyses suggesteeldtve clauses. They differ
primarily on how the ‘head’ of the relative clause, whichtie houn that the relative clause modifies,
is identified with the gap within the relative clause. Thaetao separate problems identified with
relative clauses. The first is the fact that the head noun oree seem to behave as if it is internal
to the relative clause, referred to as the ‘connectivitybfgm’ by Bianchi (2002ab). The second
issue is how the relative clause attaches to the NP, calledattechment problem’ bianchi

(20023b) Three standard analyses combining different solutionisdse problems are given below:
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(8) a. Head external analysis b. Head-raising analysis
NP DP
/\ /\
NP CP D CP
N op c NP; c
. TP N C TP
tiiiiii..i.f... tiiiiii'!Jllu
c Matching analysis
NP
/\
NP CP
‘ /\
N NP C
¢
| 0/\
‘ C TP
! —_—
l ot
|

- - - - — — _— _ 2

In the head external analysis (8-a), the relative head doekave any correlate inside the relative
clause. Instead, an operator, which in English can be iieshtas the relative pronounghich or
who, is associated with the gap position. The relative clausdding its operator, is right-adjoined
to the NP. In the head-raising analysis in (8-b), the redaliV° originates inside the relative clause
and moves to the specifier of the relative CP. The head extambhhead-raising analyses thus
provide different answers to both the connectivity probland the attachment problem; only the
latter analysis predicts that the relative head shouldbéxbonnectivity with the relative clause.
The matching analysis in (8-c) posits that the relative s#aig adjoined to the noun, but in place of
an operator is an elided copy of the head NP which is elide@identity with the head noun. This
analysis thus combines the mode of attachment from the heachal analysis with the solution to

connectivity provided by the head-raising analysis, thotige predictions for the two analyses are
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not the samé.

The correct analysis dhii is, to some extent, independent of the appropriate anabfsis
Thai relative clauses. All of the above theories have wayacobmmodating relative operators and
complementizers, so the identity thili is not completely contingent on that analysis. However, the
correct analysis of Thai relative clauses does impact thetheat we characterize the relationship
of thii with the relative head. The following two sections providguements that the head-raising
analysis for Thai relative clauses is correct for Thai, axah@nes the implication of this conclusion
for thii. Section4.1.2 argues that movement is implicated in Thai relatives, whéetion4.1.3
argues that reconstruction effects force an analysis wthereslative head is interpreted internal to
the relative clause. Yet adopting the head-raising arglgaids to an additional problem: Thai lacks
any overt determiner, an element whi€hyne (1994’s analysis of head-raising relatives crucially
relies on (cf. (8-b)). In light of this dilemma, | propose iaction4.1.4that in Thai head-raising
relative clauses, the NP both moves and projects, an ideardvibdrom the analysis of relative
clauses inAoun and Li(2003. This derives a structure nearly identical to the tradeiohead-
external analysis for relative clauses with the additiora dface of the relative head inside of the

relative clause.

4.1.2 Evidence for movement

Evidence for movement in Thai relative clauses comes fromaweas. First, Thai relativiza-

tion is sensitive to the locality restrictions on long-diste dependencies discoveredRmss(1967).

2Recent proponents of the head-raising analysis inchaie and Li(2003; Kayne(1994; Bianchi(1999 andBhatt
(2002; a prominent critique can be found Borsley(1997. Recent proponents of the matching analysis inclddko
(2002); Salzmann(2006 andSauerland1998. The head-external analysis has arguably fallen out arféar English.
Recent arguments against its tenability can be foun8adfir (1999 and Sauerland1998. For a comparison of the
theories, historical references, and discussion of their@zapissues bearing on the decision between them Bexit
(2002); Bianchi(2002ab); Hulsey and Sauerlan@006; andSalzmanr(2006. Hulsey and Sauerland argue that relative
clauses are ambiguous between the head-raising and n@hatysis, arguably the current consensus for English, a
position also held bpBhatt (2002 and others.Salzmann(2006 argues that the matching analysis alone is sufficient to
account for reconstruction, though | note problems witk #pproach below.
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Second, relativization in Thai leads to weak and strongsoesr violations Postal 1971 Wasow
1979. Both factors lead to the conclusion that Thai relativausés are derived by a movement
operation of some kind.

To begin, the examples below demonstrate that Thai retatizin is sensitive to constraints
on movement across complex NP islands (9) and adjunct sidi®). The example below illustrates
ungrammaticality due to relativization across a complexidl&hd: the relative gap is located in a
relative clause within a noun phrase which is an argumertieontain relative clause:

(9) a. *wan.niichanhén[np mag [rc thii Nit rGucakdek; [rcthii _; kat _; ]]]
today 1sG see dog THil Nit know child  THII ec biteec
“*Today | saw the dog that Nit knows the child that bit.’
b. *wan.niichanhén[yp maa [rc thii Nit rGucakdek; [rcthii _;yip _]]]
today 1sG see dog THil Nit know child  THII ec shootec
“*Today | saw the dog that Nit knows the child that shot.’
The example below illustrates that relativization is umgnaatical out of an adjunct island. The
relative gap is located inside of an adjunct clause insiddadive clause:
(20) a. *wan.niichanhén[yp mag [re thii Nit glumcaj[cp phro? _; kat N3oj ]]]
today 1sG see dog THII Nit worried becaus&c bite Noy
“*Today | saw the dog that Nit is worried because bit Noy.’
b. *wan.niichanhén[np maa [re thii Nit glumcaj[cp phro?  N3oj yin _; ]1]

today 1sG see dog THII Nit worried becausdNoy bite ec
“*Today | saw the dog that Nit is worried because Noy shot.

The (a) versus (b) examples for both (9) and (10) demonstinateit does not matter whether the

3This conclusion differs with the claim dloonchamlong1991) that Thai relative clauses are not derived by move-
ment. The examples in this section were checked with sewatale speaker Thai linguists, as well as in a survey taken
by over fifty native speakers of Thai. In fact, in earlier woneported Hoonchamlong’s examples and concluded, with
Hoonchamlong, that Thai relative clauses did not involveremaent. The judgments of an anonymous reviewer review-
ing a submitted draft of this chapter and her colleagues ictedl with Hoonchamlong's judgments, which prompted me
to conduct an extensive online survey (n=66) with nativeakpes of Thai testing Hoonchamlong’s examples as well as
some others at issue in an earlier draft. The judgments eéthpeakers agreed with the reviewer and did not agree with
Hoonchamlong. As such, the analysis was revised to reflecoliservation that Thai relative clauses are sensitive to
standard restrictions on movement.
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extraction site is in the subject or object position of tHand. In either case, the resulting sentence
is ungrammaticat. Locality restrictions on long-distance dependencies sichelativization are
generally attributed to the presence of movement. Thusytiggammaticality o{9-b) and(10-b)
implicates movement of some kind in the derivation of Théitiee clauses.
Further evidence for movement comes from the presence df ereasover effects in Thai.

Weak crossover occurs when operator movement appliessaar@msndexed pronoun:
(12) ?7%han chdop [npdek [rcthii [npmée  khaw ] rak ;1]

1sG like child THII mother3 lovesec

2?1 like the child who his mother loves.’
As weak crossover is found in cases where operator movenasntaken place (e.d.asnik and
Stowell 199}, it provides further evidence that movement is involvedhia derivation of Thai

relative clauses. This finding corroborates the evidermm fslands abové.

1A similar, but much more complex, example is claimecHnonchamlond1991) to be grammatical (ch. 3, ex. 111).
However, the survey (fr8) revealed this sentence to be unacceptable, contrary twdimes of Hoonchamlong:

(11) *wan.niichanhén[np nak.khian gcq thii nit bdok ndy [cpwaa [pp nagsiu [geothli _ wicaan _ ]
today 1sG see writer thatNit tell Noy COMP book THIl EC criticize ec
mii  ché.siay 1
havename.famous
i. ‘Today | saw the writey that Nit told Noy that the bookthat he criticizedec; is famous.’
ii. ‘Today | saw the writey that Nit told Noy that the bookthatec; criticized him is famous.” (Hoonchamlong
1991, ch. 3, ex. 111, but marked as grammatical)

SResumption in gap positions seems to have an ameliorafiet@h island violations in Thai. However, resumption
does not lead to complete grammaticality, and is only altbwhen the context licenses focus on the resumptive pronoun.
Subject resumption generally leads to greater amelioratian object resumption (perhaps ? for subjects versus ? or ?
for objects). However, it is also the case that while resiwagironouns degrade grammaticality, they seem to do so much
less for subjects than objects. Thus the extent to whichmpsue pronouns ameliorate island violations is subortdina
to the extent to which such resumptive pronouns are alloweld first place. See sectidnl.4for a suggested analysis
for resumption.

S1deally, further evidence for movement could be found frdrormg crossover effects. Yet these effects are difficult to
establish for Thai. Itis both a subject and object topicedemguagefloonchamlong 199MHuang 198%and marginally
allows resumption. As a result, when a relative clause @ostavo coindexed pronouns or gaps not in a A-binding
configuration in Thai, the first pronoun can always be intetignt as a resumptive pronoun while a later gap could always
be seen as an instance of topic-drop. Because of this, tim lbjaHoonchamlong1991, p. 202) that Thai lacks strong
crossover effects, based on examples such as (13), shotd&drewith a grain of salt:
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4.1.3 Evidence for reconstruction

In this section | establish the existence of several ingsié reconstruction (or connectivity)
in Thai relative clause$.l follow Chomsky(1993 in interpreting these instances of reconstruction
as evidence for a copy of the head noun inside the relativeselaTl his evidence forces the consid-
eration of the head-raising analysis of relative clausekearfollowing section.

| consider two kinds of reconstruction effects in Thai nefatlauses. The first kind of recon-
struction effect is idiom reconstruction, where the ididimanterpretation of a head noun is retained
despite relativization (cBrame 1968Schachter 1973 The second kind of reconstruction involves
deictic modifiers. As scopal elements, these modifiers gbeeto ambiguities which indicate they
can be interpreted in multiple positions within the relatolause Bhatt 2003.8

In Thai, as in English, there is a common idiom about nut&glbut of trees that carries the

(13) a. Phan phighén[ypdek [rcthii khaw; book waa Nit chop ]]
1P.sGjust see child THII 3 say comp Nit like
2?1 just saw the childwho he said that Nit likes (him).
b. %han phighén[ypdek [rcthii khaw; book waa (khaw); chdop Nit]]
1P.sGjust see child THII 3 say COMP3 like Nit
2?1 just saw the childwho he said he likes Nit.’

First, many speakers find these examples degraded, inglagiranonymous reviewer. Second, to the extent that they
are marginally grammatical, their grammaticality arisesf the possibility of interpreting the matrix subject otth
relative clause (the person who is doing the saying) as amgtsee gap, and the lower gap/pronoun as an instance of
optional topic drop, which is allowed in both subject andegbjposition in Thai. Because strong crossover leads t@shar
ungrammaticality, and subject resumption leads to mildramgnaticality, that speakers likely favor an interpretati
based on resumption. Because of this the examples above tilins anything about the status of Thai relative clauses
with respect to strong crossover. These difficulties in antiag for strong crossover effects in languages whichnallo
resumption is also discussedMctCloskey(2006. The problem does not arise in the weak crossover casessethe
possessive pronoun does not license topic drop, so thet@gpanust be the tail of the A-bar chain. See secidn4

for a suggested analysis for resumption.

"For a detailed review of reconstruction effects, Spertiche(2006.

8| do not consider reconstruction effects related to bindind anaphora. Anaphoric dependencies in Thai are still not
fully understood, and the data | have received from spediers shown substantial variation. For example, Thai has bee
claimed to lack Condition C of the binding theoryasnik 1989, which has been reframed as a claim that Thai allows
binding to be realized by a copy operatidratson 2006Lee 2003. An additional complication involves the fact that the
general-purpose reflexive anaphor in Thag-cer, also has logophoric uses, and can appear in subject pogitaxidad
2007 Hoonchamlong 1991 The logophoric use in particular makes it difficult to feranaphoric interpretations when
assessing grammaticality. Regarding quantificationadibon of variables, variable binding in pro-drop languageshs
as Thai has been observed to be sensitive to whether proaoemert. Given the already complicated data regarding
resumption (see frb), here too we find multiple difficult theoretical questionkiah cross purposes.
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meaning that children are often similar to their parentse ithom is:

(14) l[Gukmaajlon maj klaj ton

nut fall NEG far tree

a. ‘The nut doesn't fall far from the tree.’

b. ‘Children aren’t that different from their parents.’
Below, we see that the subject of this expression can bevigkd, and its idiomatic meaning
retained:
(15) a. lhukmaajrcthii 1oy klajton ] nan  haayaak

nut THII fall far tree ToPicfind difficult

a. ‘Nuts that fall far from the tree are hard to find.’
b. ‘Children that are different from their parents are harfind.’

b. lOukmaajgrc thii long m3j klaj ton ] tham-hajphdo-mée sabaaj-caj
nut THil fall NEG far tree CAUS  parents content
‘Children that aren't different from their parents put thearents at ease.’
In (15-a), both an idiomatic meaning and a non-idiomatic mregaare available, because the pred-
icatehaa yaakis compatible with both. In (15-b), on the other hand, only idiomatic reading is
available, again due to the semantic properties of the qatsli
The availability of the idiomatic interpretation ftliuknéaj ‘nuts’ as ‘children’ in (15) indi-
cates that there is a copy of a relative head inside of thévelelause. The ability of this element
to receive either an idiomatic interpretation or the nao#ithtic interpretation indicates that it can
be interpreted either within or outside of the relative sku
Further evidence for the head-raising analysis of relatimeEnglish is provided byhatt
(2002, who showed that adjectival modifiers can be interpretegaiious positions inside of the
relative clause. The specific class of modifiers which aressary to make this argument are the
class of deictic modifiers from sectidh5, which generally require a classifier. As such, these
examples do not involve bare nouns per se, but they stillicafd the existence of movement in

Thai relative clauses:
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(16) botkhwaanthababsutthaajthii nit phlutwaa choomskii khiianchi#ta waa on phases.

paper CLF last  THIl Nitsay WAA Chomskywrite namewAA on phases

‘The last paper that Nit said that Chomsky wrote is “On Phéses
This sentence can have two interpretations based on the sé@ntthaaj ‘last.” The first is that
Nit named several papers that Chomsky has written, andhbadast paper that she named was ‘On
Phases.” The second interpretation is that Nit made ancéixglhim about the papers that Chomsky
has written, namely, that the most recent or final paper thatriote was ‘On Phases.’

Following the discussion iBhatt (2002, suppose that these two readings can be character-

ized as a ‘high’ and a ‘low’ reading becaus#thaaj ‘last’ is interpreted in the matrix CP of the
relative in the first case and the embedded CP of the relatitleei second. These readings can be

correlated with various relative clause-internal posgiof the relative head, which | assume moves

cyclically through the CP of the relative clause, as illattd in (17-a):

(17)  [cptastpaper Nit said [cp lastpaper that Chomsky wrotéastpapes []]

The high reading arises when the relative head is intemgraeve the higher CP, while the
low reading arises when the head is interpreted inside therl€P. The superlative modifier must

take scope above a proposition, here, either of the GBsr( 1995 cited inBhatt 2002 p. 87):

(18) a. Az [cp[ bookz] last: Nit said [cp that Chomsky wrote: ]]
b. ‘the set of x such that x is the last book such that Nit saad @homsky wrote x’
c. Az [cpNitsaid [cp[ book ] last: that Chomsky wrote ]

d. ‘the set of x such that Nit said that x is the last book suel @homsky wrote x’

The logical notation in (18) represents the relative CP asopgrty or predicate abstracted over a
variable inside of the reconstructed relative head. | hateyat said anything at this point about

what the role othii is nor where predicate abstraction arises. The goal heceilisstrate that the
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two readings of ‘last’ arise from the interpretation of tietative head within different positions in-
side of the CP. Because the low reading, in particular, nmustve the interpretation of the modifier
inside the embedded clause within the relative, there maustdopy of the relative head within the
relative clause.

Bhatt (2002 demonstrates that the matching analysis cannot accounhdolow reading
in (18-c), because the matching analysis requires thatella¢give head be interpreted twice, both
outside of the relative clause, in the NP projection, anid@®f the relative clause. However,
these two positions lead to conflicting interpretations tuthe different scopal properties of ‘last’
in these two positions. Based on this argument, we can coadhat Thai relative clauses must

involve head-raising.

4.1.4 Reprojection and head-raising relatives

The evidence for movement and reconstruction togethert poivards the conclusion that
Thai relative clauses must be analyzed as instances of alatlheen called head-raising relative
clauses. Many recent analyses of head-raising relativessetacrucially rely on the presence of
a determiner, inspired by the original analysiskdyne (1994 in which the relative CP is the
complement of B. For languages that lack articles, such as Thai, it is notooisvthat a null
D should be posited in every instance where a relative claupeesent, especially given that the
motivation for such an element would be purely theory iraérn

Mandarin Chinese is a useful language for comparison bed#es Thai, Mandarin lacks

9Salzmann(2006 p. 126-7) proposes a matching analysis for German relatases that avoidBhatt (2002’s
problem with the raising analysis. Basically, he asserds ¢imly one copy of the head noun (either the relative clause
external or the relative clause internal) is interpretethose cases where there is some positive licensing recgiteon
the noun, such as that it occur in a specific binding domaire. Aded for superlative modifiers to take scope might count
as one such positive licensing requirement. Bhatt antiefpauch an analysis, however (section 7.3.2), and poirits ou
that the matching analysis is essentially a subcase ofwllipVell-known cases of ellipsis require that both therigirg
element and the elided element are interpreted. (In fagtintierpretation of the elided element is the reason we assum
ellipsis is a real empirical phenomenon in the first place}hls light, Salzmann’s claim that some cases of the magchin
analysis can have only one of the two NPs interpreted wouidt@iate a unprecedented case of ellipsis, and in fact would
undermine the argument for ellipsis, and hence, the majcmalysis, in the first place.
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articles, and also like Thai, Mandarin has an invarianttreeclause marker that primarily occurs
noun phrase-internally. Two analyses of Mandarin relatla@ses attempt to reconcile evidence for
the head-raising analysis with the absence of articles fif$tgoroposal is bysimpson(2003, who
argues that the relative clause-final partdégn Mandarin serves the equivalent of Kayne’s relative
D, and that in Mandarin this D requires that the IP move topectier:
(29) a. [_;quBeijing]de ren

ec goBeijing DE person

‘the person that went to Beijing’
b. deP

N

IP;

de
& /\
_;qu ﬁeijing de CP
P IP.

N

]

(Simpson 2003ex. 10-12)

This proposal mirrors the derivation suggestelayne(1994 p. 94) for N-final relative clausés.
Additional proponents of Simpson’s proposal &aito et al(2008, who cite the observation that
delicenses N-bar ellipsis in Chinese as an argument for itasts a functional head.

However, Simpson’s idea thderealizes the D category is problematic,cescan take scope
below higher projections such as number and determinersjeawill see. This property ofle
is inconsistent with the standard semantic and syntacticacherization of D as a an argument-
forming operator, generally of typét,e) (e.g. Abney 1987 Stowell 1991 Szabolcsi 1994and
chapter5). Furthermoregdedoes not impose any interpretive restrictions on Mandasimrphrases;

they can still be definite, indefinite, generic, and so on.

19T his derivation involves remnant movement. Thus, thisysislis likeAoun and Li(2003's proposal below in that
the final structure the trace of the head NP is not c-commahygede head NP itself.
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In a thorough analysis of relative clauses in Mandarin Gsep&oun and Li(2003 conclude
that there is no evidence that Mandarin relative clause$idgaip the presence of a null D (though
see sectio®.4.3. However, Aoun and Li do provide evidence that minimal NRssystematically
reconstructed into Mandarin relative clauses. Moreovey argue that the reconstructed NPs are
able to project functional structure which is not recornsed. They account for this seeming para-
dox by arguing that moved constituents can project, leattiragljunction-like structures, illustrated
below (cf.Aoun and Li 2003 p. 159):

(20) ClfP

N

NumP CIf’

,,,,,, |

The idea is that the NP moves from inside the relative clamsgges with the relative clause, and
then the NP itself projects. In addition to NP reconstruction, Aoun and Li present argoisiérom
coordination that the NP constituent can be conjoined vhighrelative clause without necessarily
referring to two individuals. In other words, the whole t&la clause+NP constituent is interpreted
as a property.

Aoun and Li argue that the structure in (20) arises becauseribjection of the higher NP
node can occur before the labeling of the higher NP node.Heratords, there is an intermediate

stage where the upper NP segment in (20) is unlabeled:

(21) [« CP NP]

" The ability of NPs to serve as relative heads arises in pam fihe fact that bare nouns can serve as arguments in
Mandarin, obviatingBorsley(1997’s arguments that relative clause traces must be DPs. @$epitiis unclear whether
arguments must be DPs at all in languages like Mandarin aad Th
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In theory, they argue, the node in (21) should be able to assume the category of eithies o
daughter nodes.

This assumption is nonstandard; a more common positionaisthie trigger or probe of
movement labels the resulting projection, rather than tbeed element@homsky 1995p. 328).

A corollary of this proposal, then, is that moved elementstmot necessarily c-command their
trace, as it is the CP which c-commands NP in (21) rather tharinverse, assuming a definition
of adjunction and c-command that incorporates the segoargory distinction@homsky 1986
May 1989. Thus, Aoun and Li argue that movement must only satisfyBkiension Condition of
Chomsky(1995 rather than a c-command requirement.

Aoun and Li are not the only syntacticians to have claimed tiva goal of movement can
project. One common application of projecting movementéprojection) has been free-relatives
(Citko 2008 Donati 2006 latridou et al. 200}, where it has been used to capture the generalization
that the category of the free relative as a whole is deternbethe category of the free relative
head Bresnan and Grimshaw 1978roos and van Riemsdijk 1981In addition,Bury (2003 and
Bayer and Brandngi2008 argue that the movement of simple wh-expression can bdrceasas
head movement to C with the moved element projecting. SityiBhatt(1999 2002 andlatridou
et al. (2001) suggest that NPs might project in normal head-externativel clauses as well, as in
the analysis of Aoun and Li. There is some disagreement ifitdrature about whether only head
movement can give rise to reprojection, as is claime®bgati (2006 (see alsacChomsky 2008p.
145). While such a theory would arguably be more principtbd,approach ofitko (2008 as well
as the reprojection schema @korgi and Mille2010 give rise to systems where larger phrasal
constituents can project after movement.

Following Aoun and Li and others, Thai noun phrases withtredeclauses can be analyzed
by reprojection in order to account for the availability etonstruction in the absence of an overt

determiner. Yet the moved NP in Thai and Chinese does not tekave the form of a wh-operator,
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and in fact, must have standard nominal features giventthatgtions as an argument in the matrix
clause. In this light, | assume that Thhii, as well as Chinesde, are relative complementizers,
functioning simultaneously as operators and complemersizT his claim resembles the analysis of
dedicated relative complementizers in Scots Gaeliddger and Ramchan@005. This proposal
could be further articulated by saying thhti andde are [+pred] in the feature system Rizzi
(2990 or have a ]\] feature in Adger and Ramchand’s system (Cheng and Sybesma 206&
Mandarin). In the expanded left periphery Rizzi (1990, these complementizers would occupy
Forcé, the highest position in the CP field.
The idea for Thai is presented below with a simple example:

(22) a. dekthii maakat_;

dog THII dog bit ec

‘(the) child(ren) that the dog bit’
NP

,,,,,,,,,,,,,,,

The main benefit of adopting an analysis in terms of reprigedts that we can carry over our
analysis of bare nouns from chaptinto the analysis of relative clauses. The analysis of such
structures as bare NPs is motivated by the observation #natriouns with relative clauses can be
definite, indefinite, generic, etc., just as bare nouns teéras can.

| take reprojection to be a ‘last resort’ operation, only essary to satisfy the projection of
a higher head (cflatridou et al. 200,Lp. 224-5). In the case of bare nouns, this higher head is the
verb, which requires a nominal argument. Thus, one benefihainalysis based on reprojection
is that it provides a natural account for environments wi@Peappears to project, rather than NP.

Thus, in the following sections | argue that in certain cashsrethii heads verbal complements
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(section4.3.]) and control clauses (sectidn3.3, the constituent as a whole has the CP label rather
than an NP label.

Even in relative clauses, NP is only forced to project whemaditional functional structure
is present. To this end, the following chapter proposesThat does possess a null determiner that
can take CP complements. Unlike relative clauses with baoas) these cases include classifiers
and are marked by a necessarily referential interpretatiosuch cases, | claim that CP is able to
project because a higher D head is available to mark the aguas nominal.

What is still unclear in this analysis is how movement is meted. The simplest option is
claiming thatthii bears an uninterpretable categorical N feature, [uN], an&RP feature requir-
ing movement. A potential problem with this proposal is thatould predict that only subject
extraction is grammatical, as skipping the subject wouddiltein a violation of minimality/attract
closest. In light of this problem, an alternative analys@id be to introduce the relative head into
the derivation with some feature which made it uniquelyblesto the probing head, perhaps time |
feature ofAdger and Ramchan@005.

If one of the NPs within the relative clause does remerge thigthii, the standard case, it
would constitute movement and form a chain with its lowengaghich would then be interpreted

as a variable for binding bipii:12

(23) [NP[NPd?K] [cp AX ... % ]]

Another possibility is that a pronoun could be merged in tveelr position, one that is listed sepa-

rately in the numeration, which would then be bound by a nban ierged withhii:

(24)  [npInpdek ] [cpAX...pro(x)]]

2The variable might also be made available because of a pkitsemantic rule which applied to lower copies, such
as Trace Conversior-ox 1999.
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While this derivation cannot account for reconstructidie@s, in their absence such base-generated
derivations of relative clauses cannot be excluded on iptedt grounds. Adger and Ramchand
(2005 argue that such representations are subject to the saml@ylaestrictions that would be
observed on relative clauses derived by movement. Note, that in the absence of NP move-
ment and reprojection, the representation in (24) is idahto a traditional head-external, right-
adjunction structure for relative clauses.

This analysis predicts that the NP merged wifin must not necessarily originate from within
the relative clause. This prediction is confirmed in thatiTdilows gapless relative clauses, like
other languages including Swiss Germaar Riemsdijk 2008 Chinese Cheng and Sybesma

2006, and Japanes&ygno 1973, among others:

(25) [np chlUtkhréiankéew [re thii  khawthamkéew haaj paj sdon baj 1] pen

set crystal THII 3 do (glassdisappeaPRFtwO CLF COP.PRED
khdongkhwan teggaan khaw
gift wedding3
(lit.) “The crystal set that he lost two glasses is his weddinesent.’ KHoonchamlong
1991, p. 181)

Such examples are unsurprising from the perspective ofutrertt analysis, as the only requirement
on the element merged withii is that it be (or contain) an NP. It is interesting that in laages
that allow gapless relative clauses, the relative opeiiatowvariant regardless of the category or
case properties of the gap. This generalization is trivilie for Japanese, which lacks a relative
operator altogether, but does non-trivially hold for Clsieeind Thai, as we have seen, as well as
Swiss German, which usego ‘where’ regardless of the category of the head. This geizatain

is explained by the current analysis, as the relative opersiof category C and thus does not vary
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with the status of the gal5.
A potential problem for this account is free relatives, whitkniyom (p. 62-63) and Hooncham-

long (p. 179-180) both note can lack overt heads:

(26) a. thii khunhén__ khuu tak ‘Sears’
THII you seeecsPECbuilding
‘What you see in front of you is the Sears Tower.’

b. chanmaj chita thii khunbdok
1sG NEG believeTHi 2 tell ec
‘| don't believe what you said’ Kloonchamlong 1991p. 179-180)

However, both authors point out thfi in these examples can be preceded by dummy nouns:

(27) a. sig thii khunhén__ khuu tak ‘Sears’

thing THII you seeecsPEChuilding

‘What you see in front of you is the Sears Tower.’

b. chanmdj ch&éa sig thii khunbdok _

1sG NEG believethingTHil 2 tell ec

‘| don't believe what you said’ Kloonchamlong 1991p. 180-181)
Thus, it is not implausible that the free relatives in (26) headed by a null element as well, and
that that these are, in fact, headed relative clauses.

These cases could involve movement or not; | see the fleyitifi the proposed analysis
in accounting for these different cases as a strength. Mopeitantly, in sectio®.2 | argue that
noun-complement clauses constitute an additional caseevihe head noun is merged withii
despite the absence of movement.

Rizzi (1997 proposes that relative complementizers are located nigha CP field, in the

ForceP projection. However, given thedais associated with finiteness, whiBlizzi (1997 locates

1t is unclear what is bound inside of the relative clause iplgss relative clausebloonchamlong1997) argues that
the head is associated with a null ‘ProPP,’ similar to thegestion byvan Riemsdijk(2003 that these examples always
involve association of the head noun with an adjunct in thegixe clause. A different approach is taken ®geng and
Sybesmg2006 for Chinese, who argue that the relative operator in thgaengles binds an event or situation variable
inside the relative clause.
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in a ‘Fin’ projection below ‘Force,” we might wonder why thevd cannot co-occur in relative
clauses. The answer | provide below, in sectiod is semantic, as | argue thafa s interpreted
as a clausal nominalizer, making it opaque to relativizatio

The interpretation of relative clauses in Thai is compkdaby the analysis of bare nouns in
classifier languages as kinds, as proposed in ch8ptir particular, it is unclear how to compose
the kind-denoting head noun with the relative clause, wisch property. This issue is discussed
in some detail byKrifka (1999, who proposes that modified kinds are interpreted@scepts
which are like kinds minus the requirement that they be @&tlrhis idea can be incorporated into
the present analysis by making use of the predicativizihgand nominalizing ©’ operators of
Chierchia(1984 (see(5) of chapter3). The“ operator applies to the kind denotation of the NP,
allowing it to be composed with the CP projection by Prediddodification. The CP projection
also denotes a property due to the interpretatiotiiofas a lambda operator. The resulting property
is then closed by thé operator at the NP level after reprojection. These typ#hsgioperators
apply automatically during the mapping from syntax to setisantriggered by type-mismatches in

the semantic composition.

(28) a. NP;
(e
n NP,
(e, t), ey (e,t)
NP; CP
{e,t) (e, ty
/\ /\
oty oS "
I\ \ <t,<T,t>> )
dek thii maa Kat_

CHILD Ao Ax.[o(X)]  bite(@OG,X)
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b. (i) [[NPi]] = AX[¥CHILD(X)]
(i) [[CP]] = Ax[bite(@OG,x)]
(i) [[NPy]] = AX[YCHILD(X) A bite(DOG,X)] (by Predicate Modification)
(iv) [INPs]] =" [AX[YCHILD(X) A bite(DOG,X)]]

If one wanted to retain a syntactic analysis of bare noun$ai @nd Chinese as NPs without
higher functional structure, but adopt a semantic anatysistreated them as properties, one could
dispense with the”’ and ‘"’ operators in (28). Such analyses, such as thosrifga (2003 and
Dayal (2004, still rely on the availability of type-shifting operatto derive the different meanings
that are available for bare NPs, such as accounting for tefirtierpretations by use of ta@perator
(cf. Partee 198y

To summarize, in this section | provided a head-raising yaislof relative clauses in Thai
that differs from the now-standard analysiafyne(1994) in two ways. First, rather than assuming
that the head NP raises to [Spec, CP], | proposed that theNieaiself projects upon merger with
the projection ofthii. Second, | proposed thétiii itself functions both as a Cand as a relative
operator in Thai. | also argued that the derivation of reéastructures in Thai is quite flexible.
Movement is one option, while another is merger of a sep&BRtavith the relative clause.

The following section discusses the restrictions on oroissfthii in Thai. | argue that these

restrictions provide support for the analysigidi as a relative complementizer.

4.1.5 The optionality ofthii in subject relative clauses

In an early study of relative clauses in ThEiino and Wongkhomthon{1981h KW) dis-
covered thathii is obligatory in Thai relative clauses with the exceptiorsabject relatives:
(29) a. khon [rc (thii) _ st nagsau lém nii ]
person  THII ecbuybook cLF this

‘people who bought this book’ (KW, p. 198)

b. siy [rc*(thi) khon séu ]
thing THII  personbuy ec
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‘things that people buy’ (KW, p. 205)

As pointed out by KW, this situation is the exact opposite led bne found in English, where
complementizers are only obligatory in subject relativausks.
In addition to being restricted to subject position, theiptetation of relative clauses without
thii is different from relative clauses withii. The following contrast illustrates the difference:
(30) a. phdommay chop [np khon thii sup  burii ]
1sg.mNEG like personTHIl smokecigarettes
‘I don'’t like people who smoke.br ‘I don't like the people who are smoking.’
b. phdommay chdop [np khon sup  burii ]
1sg.mNEG like personsmokecigarettes
‘| don't like people who smoke.’ (KW, p. 221)
The relative clause modifying the object in (30-a) can eitleéer to the generic class of smokers or
people who are smoking in a particular situation. That is,gbntence can either mean that | don't
like smokers in general, or that | don't like a particularsmr or group of people who happen to be
smoking at the next table. Whéii is absent, as in (30-b), only the generic meaning is availabl
This same contrast explains the unacceptability of theddiig example withouthii:
(32) phdmmay chdop [np khon *(thli) sub  burii naykhana? thii aacaankamlar
1sg.mNEG like personTHIl smokecigarettesn momentthatteacheiPrROG
sdon ]
teach
‘I don't like people who smoke while teachers are teaching.’ (KW, p. 221)
The group denoted by the relative clause is not a well estadddi kind, like smokers, but is restricted
to smokers in a particular situation. Because the properhoted by the relative clause does not
refer to the general property of being a smokidii, must introduce it.

There are two facts that need to be explained. Findit,is only optional with subject rela-

tives, and second, thefidi-less subject relative clauses must be interpreted getigridhe most
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straightforward account of both facts is that relative sksiwithoutthii are barevP participles.
Unlike true relative clauses, where the head noun originaternal to a clause, participles can be

analyzed as adjectival modifiers adjoined to the NP:

(32) a. NP b. A\z[persorix) Asmokéx,cigs)]
/\ /\
NP vP
NP vP

khon  sup burii

Az[persoriz)]  ~ \y[smokey,cigs)]

As (32-b) illustratesthii can be absent in subject relatives because the type sfalready the same
as the type of relative clauses, as the subject positiorsisturated. These participles can be directly
composed with the head noun by Predicate Modification, withoy need for the relative operator
associated withthii. Under this analysis, whethii is present the additional structure requiring
subjects would be present as well. The saturated subjeittoposould then need to be abstracted
over bythii. In addition, the restriction on the interpretation of tefa clauses withouthii indicates
that they lack the functional heads abaue such as tense. This analysis dovetails with the idea
thatthii also functions as a complementizer, which we would expebetabsent in phrases where
higher clausal projections were also absent. Thus, theatisis on the omission ahii follow

directly from the idea thathii is a relative complementizer interpreted as an operator.

4.2 Noun Complement Clauses as Propositional Modifiers

The proposal thatii is an operator, while natural for relative clauses (RCskenats pres-
ence in noun-complement clauses (NCCs) a puzzle. Becau&s NG not contain any obvious
A-bar dependencies with the external nominal head, thepargenerally analyzed with a relative
operator. Of course, languages with overt operators suémngksh do not include such operators

in NCCs.
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Section4.2.1begins by demonstrating that NCCs in Thai do not have theat@gesyntax of
complements. Sectioh.2.2focuses on the contribution of the complementia@i, arguing that
it functions to derive argumental propositions, of typefrom propositions, followingChierchia
(1984 andPotts(2002. Following this observation, sectich2.3demonstrates that the proposi-
tional nouns that occur with NCCs, such as ‘idea’ and ‘rumeoan be interpreted as properties of
propositions. Sectiod.2.4lays out the analysis of NCCs in Thai as clausal modifiers. bl@e@
interpreted as propositional properties becah&eabstracts over the propositional variable intro-
duced bywaa, though it does so by means of a type-shifting operatibeNT (Partee 1986 Thus,
thii is given essentially the same syntax and semantics in NC@srakative clauses. In this way,
the analysis of NCCs and RCs are unified, in that both are gadé modifiers of nominals (cf.
Stowell 1981 p. 203,Grimshaw 1990Moulton 2009 ch. 2). Sectiord.2.5deals with the specific
fact that NCCs must follow relative clauses, and suggesistliiis follows from the specificational

nature of NCCs.

4.2.1 Noun-complement clauses are not complements

This section presents evidence that NCCs withare not syntactic complements of the noun.
First, the order of RCs and NCCs relative to the noun is istiji but not in the way that we would
expect if NCCs were complements; NCCs must follows RCs. scihve NCC can occur in the
classifier-modifier construction (see chafgmwhich is limited to nominal modifiers. Third, | show
that instances of genuine clausal complementation wittembun phrase, such as complements of
event nominals, occur withotifi.

| begin with a puzzle. While relative clauses can precede 8l@€in (33-a), occurring

directly adjacent to the noun, NCCs cannot precede relatiueses (33-bj*

14This fact was discovered by an anonymous reviewer; eangtsiindicated that either order of NCC or relative was
allowed. The survey discussed above @hconfirmed that NCCs must follow relatives in Thai.
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(33) a. chamaychimo [np khaawitau [rethii chanday-yin_ muuo-chaaw-nii ] [nec
1sSG NEG believe  rumor THII 1sG hear ectime-morning-this
thii waa khawca  yaay baan]]
THIl COMP 3 PROSPmMovehouse
‘I don’t believe the rumor that | heard this morning that haeiove.’

b. *chanmaychéuo [np khaawiuu [nccthii waa khawca yday baan ] [re thii
1sG NEG believe  rumor THIl COMP 3 IRR movehouse THII
chanday-yin__ muaso-chaaw-nii ]]
1sG hear ectime-morning-this
‘I don’t believe the rumor that he’ll move that | heard this mimg.
There are, in principle, two explanations for the orderiegtriction in (33). The first is from syntax,
wherein the combination of relative clauses with nouns mefwow closer than the combination of
NCCs with nouns. The second potential explanation for (83emantic, where the compaositional
interpretation of NCCs and RCs must compose RCs with noufiosebBCCs!®
Besides RCs, another element that can intervene betweats moul NCCs is a classifier.
This is illustrated below:
(35) chamm@j chémo [np khaawluwu rtay  [cpthli waa khawca ~ yaay baan ]
1SG NEG believe  rumor CLFPToP THIl cOMP 3 PROSPmMovehouse
‘I don't like the idea that he’s going to move’
Most propositional nounkhdaw-uu select the classifienian, literally a noun meaning ‘story’ or

‘matter.” Because classifiers are generally analyzed aditumal projections of the noun (e.Gheng

and Sybesma 199%impson 2005Tang 1990, the ability of this projection to intervene between

5 Attentive readers may have noticed both English glosse33pdre grammatical. This may follow from the avail-
ability of extraposition in English, but not in Thai, as demstrated in the following example:

(34) a. charhen[ypdek [cpthii khruu khuuy tii ___]] muuo-chaaw-nii
1sG see child THIl teachelPRF hitEC time-morning-this
‘I saw the child that the teacher hit this morning.’
b. *chanhen[npdek ¢;] muwo-chaaw-nii [gpthii khruu khuay ti ___],
1sG see child time-morning-this  THiI teachePRF hit EC

This suggests that the NCC-RC order in English may in factugetd extraposition of the RC, a topic | leave for future
research.
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the noun and an NCC is at odds with the idea that the NCC is thespfstructural sister of the
nouni® This argument is especially significant in light of the fawatt arguments in Thai have a
tight syntactic relationship with their predicate, as wasven for nominals in sectio.1

A third argument that NCCs are adjuncts comes from an exdioimaf different kinds of
nominalizing morphology in Thai. While in earlier exampldsanslated the noukhwaam-kit as
‘idea,’ its literal meaning is ‘thought,” as it is derivecbn the verkkhit ‘think’ via the derivational
prefix khwaam'sense, essence, gist’. The distributionkbfvaamis restricted, as it generally only
combines with adjectives and stative verbs, generallyltiegun abstract nouns. Another nomi-
nalizing morpheme in Thai ikaan This prefix, also a noun meaning ‘fact, matter’ is restdcte
verbs referring to activities and results in event nomaalonst’ Hass(1964 p. 29) observes that
nominalizations resulting frorkaan have essentially the same flavor as Englisiy gerunds do.
When transitive verbs are nominalized kgan their objects occur directly after them, unmarked:
(36) [op kaan-khiiancot-maay] naabita

KAAN -write letters boring
‘Writing letters is boring.’

Returning to our discussion of NCCs, verbs It ‘think’ can occur with both kinds of nominal-
ization, though the clauses that occur with the differemhimalizations are distinct:
(37) a. khwaam-khit [cpthii waa khruu khuantii nakrian]

KHWAAM -think THII coMp teacheishouldhit student
‘the idea/thought that teachers should hit students’

b. kaan-khit [cp (*thii) waa khruu khuantii nakrian]
KAAN-think  THIl cowmpteacherishouldhit student
‘thinking that teachers should hit students’

SExample (35) is apparently an example of the classifier-frasdtonstruction (CMC), which chaptér proposes
involve a null determiner which takes a clausal complement.

"Eor more on the distribution of two prefixes, d@msithrathsint 199@006
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Like NCCs generally, the clause which accompaniektivvaamnominalization in (37-a) must be
introduced by bothhii andwaa. However, when ‘think’ is nominalized bgaan its complement
looks just like a verb-complement clause (¢B)). This follows the general pattern observed for
kaannominalizations observed in (36), in that the form of the ptament does not change if the
verb is nominalized. It is clear, then, that clauses intoedubythii differ in some crucial way from
true clausal complements.

This difference can be represented with different constitstructures. Suppose that we can
represent different nominalizing morphemes in the syntdk & categoricah head Embick and
Marantz 2008 The difference betweekhwaamand kaanis in whether nominalization occurs

before or after the verb combines with its object:

(38) a. . b. nP
n/\n’ n VP
n J  thii kaan v CP
| | =
khwaam khit khit waa...

In (38-a), we see the derivation fekhwaam-kft ‘thought.” There, the categorical-headkhwaam
combines with the bare root, deriving a noun directly. In-(38on the other hand, the categorical
n-headkaantakes as its complement an entire VP. This means that thecagriselect its object
before the whole phrase is nominalized. We can see thatrnhigsis accounts for the differences
between the two structures cleanly. Together, the distigroess of verb-complements and NCCs,
the morphological similarity of NCCs with RCs, and the dbilbf RCs and classifiers to intervene

between between nouns and NCCs all suggest that NCCs aremaotal complements.
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4.2.2 Propositional arguments

As indicated in the previous section, the complementizéa introduces clausal comple-
ments of verbs:
(39) charkhit [cp*(waad) Waanca yaay baan |

1sG think coMP WaanrFuT movehouse]
‘[ think that Waan is going to move.’

Why is waa necessary here? One possibility is théia marks finiteness. While it is restricted to

finite clauses, this idea in itself is insufficient,ww&a does not occur in finite relative clauses.
Chierchia(1984 proposes that complementizers are nominalization operdor proposi-

tions. Potts(2002 implements this idea via theom/n type shift of Chierchia(1984, specially

defined for propositions:
(40) If p € Dig gy, then™P(p) = [ta? : Vw € p:w < 2P] and™P(p) € Dy,,. (Potts 2002p. 57)

The conditional clause on the left in (40) restricts the gized propositionaNom function to
the domain of propositional variables. The outputNafm is an element of the domain, as we
see in the right hand side of the equation. Tlaperator is a definiteness operator and binds the
sorted variablec?, defined for propositions. The middle part of the equati@test that all of the
worlds which are in the set denoted pyare subparts<) of the individual generated by”(p),
where the subpart operation is as defined in the theory o&lghurin Link (1983. The overall
effect of this operator is to convert the propositional fimt which assigns world to truth values
into the maximal set of worlds in which the proposition isetrue., a group of worlds, or a plural
propositional individual.

Under this viewwaais necessary in these cases because it derives an argutgpattdr the

proposition, and thus allows a CP to function as a verbalragni:
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(41) a. oo
Ve
/\
Y CP
khit é TP
|
waa Waan ca yaay baan
b.

|
Ay[think(y,[WAAN -wILL -MOVE])]

\% [WAAN-WILL -MOVE]
‘ /\
Az Ay[think(y, z)]
C TP
o

Aw[will.move,,(WAAN)]
The bracketed proposition [MAN -WILL -MOVE] represents a propositional individual which serves
as the internal argument of the vedhit “think.”
Further evidence for this view comes from the fact thdia is also used in naming and

quoting environments:
(42) a. dek khonnii (mii) chima (Waa) nit

child cLF this have namecomp

‘This child’s name is “Nit"’

b. Nitphuut waa “chanjuu thii naj”

Nit said comPl Loc placewhich

Nit said, “Where am 1?”
In (42-a), the worcthéw is a noun, and the juxtaposition of this noun with the namd,aationally
waa, seems to be a case of apposition. In (42-b), the presenceotdittpn is clearly evident in

the shift in the use of pronouns. The fact thndta can be used in both of these environments is

somewhat unsurprising, as quotation has been identifiekiasl @f naming (cf.Parsons 1982



Chapter 4: Generalized Clausal Modification 170

However,waais not restricted to quotative uses, as normal cases of effiigedan be bound

by matrix arguments, as shown below:

(43)  dek thuk khonkhit waa ca  klab baan

child everycLF think comP PROSPreturnhnome

‘Every child things that he will go back home.”
Because the embedded clause in (43) contains a bound easialject, it cannot literally express
the content of each child’s thoughts. This provides evideagainst a uniform analysis of Thai
clausal embedding as quotation. Yet as naming and quotitigitamlve uses of expressions from
the object language as linguistic arguments or expressibagproposed analysis vfa can likely
accommodate these cases. The introduction of names is dicatigm, however, and indicates that
waamay have some type and category flexibility, as it is not ietstl to clausal environments.

If waais in fact an argument-forming operator, it provides the fiext of the explanation for
why waa is absent in relative clauses: relative clauses are notreegts. However, as my central
claim is that NCCs are also not arguments, this explanasiomcomplete. The next few sections lay
out the semantic and syntactic functiontldi in embedded clauses, and provide the missing pieces
of this puzzle, at the end of sectidn2.4

Another possibility is thatvaaintroduces a function from truth values to truth values. réhe
are essentially two such functions, one which maps truthegbnto themselves, and the other
which provides the opposite truth value (i.e. negati@gponigro and Polinsk§2011) demonstrate
that clausal complements of verbs in Adyghe have the forralafive clauses with the addition of an
applicative marker, which they argue introduces this fiamobver truth values. This view does seem
compatible with the use afda as well, particularly in interrogative complements. Hoaewsuch
an analysis does not lend itself to the unified viewdf that | present below, in particular because
propositional nouns and NCCs under the former view are noitbiwed by Predicate Modification,

unlike relative clauses, despite their putatively simsigntax.
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4.2.3 Propositional properties

Returning to NCCs, the basis of the proposalSipwell (1981, pp. 197-203) that NCCs
are not arguments is semantic. That “thoughts” and “rumarg’ properties of propositions is
clearly shown in that propositional function as the nomipaddicates in copular sentences such
as (44-a), while propositional ‘predicates’ require sfieational/equative copular sentences, as in

(44-b) Higgins 1973 Potts 2002 Stowell 198):

(44) a. That he’s going to move is (just) a rumor.

b.  The rumor is that he’s going to move.

The evidence that (44-a) is predicational while (44-b) iscficational in English is the distribu-
tion of articles, as the predicate nominal in (44-a) is ind&dfi In English, we can conclude from
this fact that propositional nouns suchrasnor can be interpreted as tyge, t), as properties of
propositions.

In Thai the distinction between predicational versus djmational/equative copular sen-
tences is even clearer, as they are distinguished by diffesical copulaKuno and Wongkhomthong

19813. In (45-a) the nominakhaaw-uw ‘rumor’ is functioning as the predicate nominal.

(45) [thii [cpwaa khawca  yaay baan ]] pen[np khaawiua |
THII compP3 PROSPmMovehouse BE news-rumor
‘That he’s going to move is a rumor.’
In (45-a), the propositional noukhaaw-uu ‘rumor’ is the predicate object gben which is re-

stricted to predicational environments. These facts atdithat nouns such kkaaw{uu can denote

properties of proposition$

18Example (45-a) demonstrates that sentential subjectsenost withthii. | take this as an indication that the subject
in (45-a) is a noun phrase, rather than a CP. The simplestrengufor this conclusion is that a ‘dummy’ noun/classifier,
raay ‘story, matter,’ can be inserted in (45-a) befon@:
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In contrast, CPs can occur as bare complements of the spdicifial/equative copulkhu.
These complements can optionally be introduced/ag though when it occurs it must be followed
by a pause, and some speakers find these examples degradeevekthii can never occur fol-
lowing khuu, as shown in (48-b}? Additionally, propositions containing&a cannot occur as the

complement of the predicational copydan(48-c):

(48) [np khaawlau | kau [cp Cwaa)khawca  yaay baan |
News-rumor EQ comp 3 PROSPmMovehouse
‘The rumor is that he’s going to move.’
To account for these facts, | will adopt an analysis of pratifbmal clauses in which they are made
up of two arguments, one predicative and the other refedentn Thai, because nouns denote
kinds, the nourpenactually takes a nominal kind as its predicative argumanmd, shifts it up to a
property (49-a). This correctly predicts that only nominehn serve as the complemenpef not

predicates such as adjectives and prepositional phraskswkg the analysis of English equatives

in Heycock and Krocl{1998, | consider specificational/equative clauses headddiby to require

(46) [Npréag thli [cpwaa khawca  yaay baan ]] pen[yp khdawiuu ]
matterTHil COMP3 PROSPmMovehouse BE news-rumor
‘That he’s going to move is a rumor.’

The same facts hold for non-copular sentences with seateutbjects:

47) a. [yp(réap) thii [cpwaa khawca  yaay baan ]] (man)yée maak
matterTH1I compP3 PROSPmMovehouse it badvery
‘That he’s going to move is a rumor.’
b. *[cpwaa khawca yaay baan ] (man)yée maak
compP3 PROsSPmovehouse it badvery

If thii is absent, the reslting clause headé&this ungrammatical (47-b). The straightforward explanatibthis fact is
that the dummy nominaiiay can be elided in these contexts, but is always structuradigent. This entails, in turn, that
subjects must be noun phrases in Thai.

9Earlier versions of this chapter misreported the datapstaj that clauses introduced liii could occur as the
complement okhuu. An anonymous reviewer pointed out that such examples wegeammatical. The reviewer did not
indicate thatwéa could occur in complements ahuu, however, but these examples were found to be only marginall
ungrammatical in a large-scale survey (8). Furthermore, a corpus search revealed that the stfing waafollowed
by a full clause is not uncommon.
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type-identity between their two arguments. This proposav¥iples a natural account of the fact that

only referential noun phrases can follégwau (Kuno and Wongkhomthong 1981a

(49) a. [[pen] = AkAX[Vk(X)]

b. [[khau] = AxAy[x=y]

This entails, then, that propositional nouns are kinds twiin be shifted to the type of properties,

while CPs are referential, having the type of individuals:

(50) a. PredP b. SpecP
NP, Speé
NP, Pred 7
N spec cCP
NP cP Pr‘ed NP‘<6,C> e F‘) A
| /\ rumor Khuw C
N C cp pen N |
o S o (waa)
g tii C ... rumor
|
waa

Thus, the subject gfencopula as in (50-a) have as their subject an NCC with a nuiiinal. The
predicate is a bare noun which is a kind. This kind can beeshiid a property, a role which is built

into the meaning of the predicative copula itself.

4.2.4 NCCs as modifiers

In section4.1.11 proposed thathii is a relative complementizer which is interpreted as an
operator. There, the relative head NP moves from the relatause to merge with the CP, where
the NP itself projects. However, in the proposed analykiswas endowed with an uninterpretable
noun feature, [uN], which could be satisfied either by mowveinae by externally merging an noun

with CP:
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(51) a. chammay chdop khwaam-k"it thii waa khruu khuantii dek
1sG NEG like idea THII comp teachershouldhit child
‘I don't like the idea that the teacher has hit children.’
b. NP

NP ForceP

|
N

\ Forc FinP
khwaam-khit E‘H’re‘“

thii

khruu khuan tii dek
Under this view, the syntactic relationship between prijmogl nouns and NCCs is syntactically
identical to the relationship between relative heads aladive clauses: the noun merges with the
CP and projects, leading to an apparent adjunction steigturoth cases.

We are now in a position to understand wthij is necessary before NCCs. As propositional
nouns likerumor andideaare, or can be shifted to, properties of propositions, oétypt), these
words cannot combine directly with a nominalized propositisuch as those headed W§a, as
this would produce an expression of tyfe:

(52) a. *khwaam-khitvaa khruu khuantii dek

idea comp teachershouldhit child
‘the thought that teachers should hit children.
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b. = CP
)
NP (0
(e, 1) (e
T~
kwaam-khit
Az[ided )] C TP
s, T>, €) (s,8)
waa

Ap["Py]  khruu khuan tii dek
Aw|hit,,(TEACHER)(CHILD)]

c. () [C]] = |[TEACHER-HAS-HIT-CHILDREN]
(i) [[CP]| = idea|[TEACHER-HAS-HIT-CHILDREN])

Without thii, the DP above is predicted to be a well-formed sentence aits contrary to fact.

What we want instead is to compose NCCs and propositionaiswaithin the noun phrase
with the same semantic rule we used for relative clausesdiioset.1.1, Predicate Modification.
This is wherethii comes in. We neethii to bind a variable within the CP, generating a predicate.

When its complement is a nominalized proposition, | argakoiving the analysis of NCCs
in Potts(2002 ex. 41), thathii is interpreted asDENT, which derives predicates from arguments

(Partee 1986 The definition ofiDENT is given below:

(53)  IDENT(z) = \y|y = z]

The application ofDENT is forced because there is no variable in the complemettitiiofor it
to bind, because the clause itself has been semanticalyetbeby waa. This forcesthii to be
interpreted as a type-shift from this propositional indivél to a propositional property.
WhenIDENT applies to the propositional individual, we get the righgule, a complex pred-
icate which is of typ€e, ¢t) which can be combined with the propositional noun by Preeitéod-

ification. Below, | provide the interpretation 1) under this analysis (I omit the type shifts from
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and to the kind denotation of the noun):

(54) a. NP,
/@w\
NP; ForceP
{e,t) {e,ty
/\
khwaam-k"it
Aaided(z)] Force FinP
(e, <T, ) (e
thii
AXAYly = 2] Fin P
s, T>, €) (s, 1)
waa

Ap["Pyp]  khruu khuan tii dek
Aw|hit, (TEACHER)(CHILD)]

b. (i) [[FinP] = [TEACHER-HAS-HIT-CHILDREN]
(i) [[ForceR] = A\y[y = [TEACHER-HAS-HIT-CHILDREN]] (by IDENT)
(i) [[NPy]] = Az[idea(x)\[zr = [TEACHER-SHOULD-HIT-CHILDREN]]] (by
Predicate Modification)

Thus, the propositional predicate derived by theENT instantiation ofthii involves a propositional
predicate which can be combined with propositional noun®iedicate Modification. The NP as
a whole then has the same type as the propositional noun{t¢ype Of course, the role othii
in (54) is subtly different to its role in RCs; it is interpeet asIDENT, rather than simply as a

lambda-operator.

The benefit of this account, however, is that it explains wigydaomplementizewaa cannot

be present in relative clauses. Becawéa semantically ‘seals off’ the clause below it, the presence

of waa in relative clauses would block the ability difii to abstract a predicate over one of the

arguments of its complement.
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4.2.5 The ordering restriction on NCCs and relatives

As was demonstrated in sectidr?.1 NCCs must follow relative clauses in Thai. This fact
is not expected under the analysis above, as noun phrasesnoiog NCCs and RCs have the same
category and interpretation. In the following discussida argued that NCCs are deictic, implicated
by theIDENT type-shift. Their obligatory occurrence to the right ofatate clauses then should be
seen as a instance of the general observation that specifiifiens occur higher in the DP than do
non-specific ones, though no specific analysis is presented.

Another related problem is that NCCs and relative clauseaatabe coordinated, as shown
by the following example:

(65) *chanmay chdop [np khaawtuu [ncc thli waa khawca — yday baan ] 162 [re thii
1sG NEG like rumor THIl coMP3  PROsPmovehouse and  THil

chanday-yinmuaso.chaaw.nii ]
1sG hear time.morning.this

*| don't like the rumor that he’ll move and that | heard thisonming.’
The analysis above incorrectly predicts that this cootéinashould be grammatical because both
relative clauses and noun-complement clauses are CPsthieati@i.
However, there is a crucial difference between NCCs andivelalauses in that NCCs can
only occur once, while relative clauses can recur:
(56) a. chammay chdop [np [np Maa[cpthii déktii  ]] [cpthii [re haw maaK]]
1sG NEG like dog  THII child hit THII bark much

‘I don't like dogs that children hit that bark a lot.

b. *chanmay chop [np [np Khaawtuu [ncc thii waa  Nit ca laa?50k caakyaan
1sG NEG like rumor THil coMP Nit PROSPresign from work
Il [nccthii waa khawca — yaay baan ]
THIl coMP3  PROSPmMovehouse

The fact that relative clauses can iterate freely is rootethé recursive definition of Predicate

Modification, which takes two properties and returns a prigpeéHowever, if NCCs also combine
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with the noun by Predicate Modification, their inability tecur is puzzling. However, NCCs are
distinct from relative clauses because they also requé@iplication ofiDENT, which means that

they denote singleton properties.

(57) a. [[NPin (56-a)]] = Az[dog(x) hit(child,x)A barks(x)

b. *[[NPin (56-b)] = Az[idea(x)r[z = [NIT-WILL-MOVE]]|A[z = [NIT-WILL-RESIGN]]]

The meaning in (57-b), resulting from multiple NCCs, is atcadiction, as it identifies the relevant
“rumor” with two separate propositions. This problem clgaises from the multiple applications
of ident No such problem is encountered in (57-a), however, as there conflict in a dog having
both properties denoted by the relative clause.

One way of accounting for the restriction on the order oftredeclauses and NCCs is seman-
tic; relatives combine with nouns before NCCs becausevelimust be informative. After an NCC
has combined with its head noun, the proposition has beenifiéel, and no further modification
is necessary. This amounts to an appeal against Predicati#iddton with singleton sets. Beyond
this suggestion, | will leave the motivation for this ordeyirestriction unresolved.

In summary, the analysis dhii as an operator introduced in the previous section can be
extended to NCCs, witthii shifting an argumental CP into a property VigEENT. The purpose of
thii in both NCCs and relative clauses is to abstract a predicate & clause, thereby allowing the

clause to be composed with the noun by Predicate Modification

4.3 Other Environments for Thii

In this section | demonstrate that the analysis | proposethfiocan be extended straightfor-
wardly to the occurrence dffili in environments beyond obvious relative clauses and nomplkn

ment clauses. | examine three environments: verb-compltsneontrastive specificational clefts,
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and infinitives. In the first case, | argue that witkin precedes the complement of a verb, it involves
a concealed NP, and thus has essentially the structure &N The latter two environments are
important becauséii has been analyzed as something other than a relative complizer in
both constructionsRuangjaroor{(2005 proposes thatii is a definite marker in constrastive clefts,
while Singhapreech010 argues thathii functions as a complementizer dedicated to introducing
infinitival complements. The goal of this section is just entbnstrate that the use i in these
environments is compatible with the general semantic amalyfthii as a generalized predicate-

generating complementizer as laid out in the last two sestio

4.3.1 Verb complement clauses witlhii

Ekniyom (1982 observes that certain verbs can take complements whicheaged either
by thii or waa:
(58) a. Jjaaj khonnanché#a waa saamii maj khooj ndokcaj kee 10oj
womancLF thatbelievecomp husbandNEG PRF cheat 3 at-all
‘That woman believes ithe notionthat her husband never cheats behind her back.’
b. jaaj khonnanch#a thii sdamii maj khooj ndokcaj kee 109j

womancLF thatbelieveTHIl husbandNEG PRF cheat 3 at-all
‘That woman believes irthe factthat her husband never cheats behind her back.

(Ekniyom 1982 p. 74)

As the glosses indicate, there is a clear difference in therpretation of these two sentences,
in that the latter presupposes the truth of the embeddedeladnile the former does not. The
classic analysis of factive clauses Kiparsky and Kiparsky1970 conjectured that the difference
between factive complements and non-factive complementkl de reduced to the presence of a
null nominal head in factives.

Thai provides direct evidence for this analysis. This isduse thehii complement in (58-b)
can be followed bywaa and preceded by an overt ‘dummy’ noun suchriageny ‘matter’ with no

change in meaning:
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(59) jaaj khonnanchéa réuoy thii waa saamii maj khooj ndokcaj kee 1ooj

womancLF thatbelievematterTHil compP husbandNEG PRF cheat 3 at-all

‘That woman believes in the fact that her husband never shmstind her back.
The presence dfili permits factive interpretations because it allows the rimgpof the factive head
noun to be intersected with the meaning of the propositigmt&tically, such cases might either

involve reprojection of the NP, as above, but they might alsow projection of the CP, given that

such clauses function as the internal argument of the verb.

4.3.2 Contrastive clefts

Ruangjaroon(2005 ch. 4) examines the structure and interpretation of exesnplich as

(60-a) and (60-b):

(60) a. Nikthii _ pen khon tham caantéek.
Nik THII ec PREDpersoncAus platebreak
‘Nick was the one that broke the plate’

b. khrajthii _ pen khon tham caanttek.
who THII ec PREDpersoncAuUs platebreak
‘Whowas the one that you think broke the plate?’
Initially, there seems to be no obstacle in analyinig as a relative complementizer in these sen-
tences, as it is followed by a gap, and this gap is associatidthe nominal precedinthii. But
therein lies a problem: thii introduces a relative clause, and everything followtrigis part of the
relative clause, these sentences lack a main predicatgetitr.

Ruangjaroon is particularly interested in examples suc{6@ss) as apparent instances of
wh-movement. She argues that if these examples are cleftglthegt need to be seen as instances
of whrmovement. Ruangjaroon carefully goes through diagr®sittch illustrate that the informa-
tion structural properties of (60) are similar to those féanifrom contrastive focus. First, (60) is

associated with an existential presupposition, that is,@ssociated with the presupposition ‘some-
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one broke the plate’. Second, the sentences in (60) areiaszbwith a uniqueness presupposition,
that is, that there is only one person in either case thatebtiok& plate. Last, the sentences above
must be interpreted with contrastive focus on the initiaimphrase.

While Ruangjaroon proposes that (60) should be analyzed dfta in the structure she
givespenfunctions as the main predicate, aNtk thii or khraj thii is the subject. In this context,
she claims thathii in these examples functions as a definite marker, given thiguaness is a

property of definiteness. A simplified version of this analys given below:

(61) IP
DP |
Nik thTi i NP
\
pen

khon tham caareek

(cf. Ruangjaroon 200%. 20)
In this analysis, the examples in (60) are seen as simplécatemhal copular sentences. It is not
clear what the source of the focused interpretation is mdhilysis, nor is it clear that this has the
structure that would be expected of a cleft, as there is raivelclause.

In addition, a number of problems arise in identifyiti§i as a definiteness marker. First,
the noun phrasesNik thii and *khraj thii are meaningless in isolation, and cannot occur in any
construction besides those in (60). Neither ttdnappear with common nouns, e.gnda tHi ‘dog
THII." Itis not even clear thathii forms a constituent with the preceding noun in (60). Moreave
is strange that a definite marker would occur with both a propen, which is inherently definite,
and a wh-expression, which is inherently indefinite.

An alternative derivation was proposed Bfniyom (1982 which allows us to retain the
analysis ofthii as a relative complementizer as well as providing an accfmurthe focus on the

subject. Ekniyom proposed that these examples are invepiecificational copular sentences, with
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an initial copula, specificationdthuu, deleted. This latter fact accounts for the apparent lack of
a main predicate in (60) under an analysis where the entinstitoent followingthii is a relative
clause.

Ekniyom (1982 provides three simple arguments for this analysis. Fombtrastive clefts
such as (62-a) can be preceded overtly by the specificatbomailakhuu as in (62-b), though she
observes most speakers prefer to omit the copula:

(62) a. phuuyiy khonnii gajla? thii chlajphajaabaaphom.

woman CLF thisFoc THII help take-care 1

‘It is this lady who took care of me.’

b. khua phuuyiy khonnii pajla? thii chlajphajaabaaphom.

SPECwoman CLF thisFoc THII help take-care 1

‘It is this lady who took care of me. Ekniyom 1982 p. 141-2)
In Ekniyom’s examples there is an overt focus marker foltayvthe initial noun phrase. These
markers are optional, and their semantic effect is stglistie noun phrases they attach to are inter-
preted with focus in these examples regardless of whetlkdbtius markers are present.

The second piece of evidence that this construction is aertew specificational copular
sentence is that (62-a) can be negated. When it is, the vegatiinterpart okhuu, maj chdj ‘not
correct’, occurs sentence-initial?ﬁ:

(63) maj chdj phauyiy khonnii 150k thii chlajphajaabaaphom.

NEG correctwoman CLF thisFoc THII help take-care 1

‘It is not this lady who helped take care of me. EKniyom 1982 p. 141)
Last, the sentence in (62) can occur in a standard SVO orderenthe specificational copula be-

comes obligatory. This is also possible for the negatedamis the sentence in (63):

20The specificational copulkhuu is a positive polarity item and cannot occur under negat®eeChiravate(1999
for more on the polarity sensitivity of Thai copula.
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(64) a. thii chlajphajaabaaphdmkhua phiauyin khonnii najla?.

THII help take-care 1 SPECwoOmMan CLF thisrFoc

‘(The person) who helped take care of me is this lady.’

b. thii chiajphajaabaaphdmmdj chdj phuauyig khonnii 150k.

THII help take-care 1 NEG correctwoman CLF thisrFoc

‘It is not this lady who helped take care of me.’ EKniyom 1982 p. 142-3)
In these sentences, the subject is an apparently headia$gerelause, which, as shown in section
4.1.4 can be analyzed as headed relative clauses with a deletdd Teeaccount for the absence of
khuw when it occurs initially, as i62-a) Ekniyom proposes a rule of ‘Initial Identificational Copul
Deletion,” which examples such §2-b) demonstrate is optional. Thus, the apparently abnormal
distribution ofthii in contrastive clefts and the mysterious absence of a ma&digate can both
be explained by Ekniyom’s proposal that these sentencedeaineed by fronting the predicate of

a specificational copular sentence followed by deletionhef gpecificational copula. Under this

analysis, the view ofhii as a relative complementizer can be retained.

4.3.3 Infinitives as properties

The final relevant environment fahii is before infinitives, both infinitival relative clauses

such as (65-a) and infinitival complements of control vermhsas (65-b):

(65) a. Nitmii nagsau thli ca? ?aan léew
Nit hasbook THII PROSPread already
‘Nit already has a book to read.

b. Nitjaak thii ca? thamkaanbaan
Nit wantTHII PROSPdO  homework
‘Nit wants to do her homework.’
While | will not discuss infinitival relatives such as (654a)any detail, it is clear that the analysis

of thii as a relative complementizer can be straightforwardlyreldd to these examples: the head

noun nagstu ‘book’ is identified as the object of the infinitival relativevhich is abstracted over
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by thii. The control complement in (65-b) is more difficult to accotor, however, as control
complements are clausal arguments, rather than nominafiered

Singhapreech@010 proposes thahii in control complements such as (65-b) should be an-
alyzed in parallel with the analysis of the Italian prepiosial complementizedi in Kayne(2000.
In particular, she proposes thhli is base-generated in a ThiiP projection above the main qaeali
jaak‘'want’ and triggers movemnt of an IP headed by the prospefitirealis markera? to its spec-
ifier position. Thenthii moves to a higher projection, Modal(lrrealis)P, whereiggers movement

of the remnant VP to its specifier:

(66) M(lrrealis)P

VP, M(Irrealisy

—

jélak_j
A
l M(Irrealis) ThiiP
|

|

| thii;
| A .
! ! IP; Thi’
| | 7 tharm Kaanha Thii VP
| | PROca? tham kaanbaan | A
| | | \ [J—
I I : I ‘ I I
| | | | jaak! |
| |
|

(cf. Singhapreecha 2016x. 53)

In lieu of a more detailed discussion, two observations mi@der. First, it is not clear whihii is
merged above the matrix VP, considering ttrit is not a verbal head marking aspect or modality.
Second, it is not clear why the ModalP is associated ttitih and is the highest functional head in
the matrix clause, given that the clear locus of the irregaksining in this sentence is the embedded

clause, and the clear reflex of this meaning is the prosmectiarkerca?, which occurs in the
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embedded clause.

Under the view othii as a relative complementizer, infinitival complements oftoal verbs
can be analyzed without these complications. Followingtiedysis of control irChierchia(1984),
control complements can be viewed as intensional progeofi¢ype(s,{e,t)). Unlike in Chier-
chia’s analysis, where control complements are analyzedrgsde VPs, we can analyze these com-
plements as full CPs, headed thyi, and with the caseless, subject oriented null category PRO

base-generated in subject position:

(67)
\
VP
v cP
\
jaak NPi/\C/
\ TN
'T' C P
\
PRO  thji /\l

C& tham kaanbaan
PRO is bound byhii, resulting in a property, and the [uN] featuretbii is checked by movement
of PRO to the specifier of CP. Unlike in relative clauses, haxgein control complements the CP
projects in order to satisfy the selectional restrictiohthe selecting verb.

An interesting consequence of this proposal is that it actsostraightforwardly for the ob-
servation inJenks(2006 that thii is optional in control complements of verbs. This is because
control clauses may be able to occur as ‘reduced’ clausésanitinsaturated subject argument, as
| proposed to account for the optionality thiii with subject relative clauses in sectidrl.5 Thus,
the analysis ofhii as a relative complementizer can be uniformly maintainednekier it precedes

a clause, whether finite or infinitive. However, it is now cléaat the label ‘relative complemen-
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tizer is somewhat of a misnomer, as we have seenttiiabccurs whenever a clause needs to be

interpreted as a property.

4.4 AgainstThii as a Marker of Predicate Inversion

A completely different approach to the syntax tbfi is taken byden Dikken and Sing-
hapreechd2004 DS). In a comparative study of French and Thai noun phrd38sgxamine in-

stances of direct and indirect modification of nouns by adjes in both languages:

(68) a. une pizzachaude
a-FEM pizzahotFEM

b. une pizzade chaude
a-FEM pizzaDE hotFEM
Both: ‘a hot pizza’ (French, DS ex. 2)

(69) a. deékkey

child smart

b. deék thii kep

child THII smart

Both: ‘the/a smart child’ (Thai, cf. DS ex. 3)
DS propose thaf69-b) and (68-b) involve predicate inversion (PI), a focus-related A-moeain
operation. For the examples above, they argue that theclgainitervening between the noun and
adjective is a.INKER, a syntactic pivot for PIl. Another similarity is indicatedl the interpretation:
both (69-b) and(68-b) can be interpreted with contrastive focus on the adjecthivaugh see below
for the optionality of this interpretation for Thai).

While DS acknowledge the occurrencetbii before subject relative clausék) and noun-

complement clausg®), they take this distribution to be an argument for their gsial especially
in light of the presence ofvdain NCCs. They argue that both environments involve PIl. Yet we

have seen thdhii is generally obligatory in both of these constructions, aedvould not want to
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say that an information-structurally driven operationtsas Pl is obligatory. While this casts initial
doubt on their proposal, in the two following subsectionsill show that the Pl-based analysis is
problematic both because of its assumptions about Thai pbtase structure and because of the
general distribution ofhii. In addition, | show that the occurrence tbfi before adjectives as in
(69) can be reduced to its occurrence before subject relalauses, favoring a reduction of these

caseghii to the relative complementizer analysis.

4.4.1 Problems with the derivation

Predicate Inversion was proposed to account for specditaticopular sentencedoro
1997, and has been argued to occur within DPs as wdelh(Dikken 1998 In the constructions for
which PI has been proposed, semantic predicates appea&rsaittace position that subjects usually
occupy, a property which serves as a basic diagnostic fd¥d?Ilcopular sentences, this results in a
direct reversal of subject and object. To cite an example foro (1997, a predicational copular
sentence likéThe picture of the wall is the cause of the ri@n be inverted to form the specifica-
tional The cause of the riot is the picture of the walhere the DP'he picture of the walk argued
to be the underlying subject in both sentences. The most elimgp argument for this account
comes from the observation that subextraction from theoblojfea specificational copular sentence
is not allowed, while it is possible in predicational coptdantences and objects of transitive verbs.

However, in the putative examples of PI(#8-b)and(69-b), the subject (noun) and predicate
(adjective) occur in their canonical order. To maintain éoB$ed account, DS propose a Duke-of-
York derivation where after Pl applies, an additional moeaibreinstates the original order. The
arguments for this analysis are based on particular datéilEhai DP syntax, then extended to
French. For that reason, the remainder of this section vglie that the analysis is untenable for

Thai, removing the basis for such an analysis of the Frenobktoaction as well.
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The first step in the derivation proposed is?Plyhich begins when theiNKER, thii, merges
with a small clause (70-b-# The adjective then moves to the empty specifier positiothibf

(70-b-ii):

(70) a. dek thii keey
child THTI talented
‘The/a talented child’

b. i FP i FP
LINKE{\/SC\ AF’Z-/\F'
tf‘ﬁi N‘P A\Pi kéACIJ |_|NKE{\SC
dek keen th‘ll Nﬁi
| dek |

We can see that the output of Pl isthii-N, which is unattested in Thai.
Because of this, DS propose another step in the derivatiostaging the original order of

noun and adjective. To this end, DS claim that in Thai, mldtigassifiers can occur within a
single noun phrase, and that a classifier can intervene batav@oun and an adjective, following
Singhapreeché001). There are significant empirical questions about the iglaf this claim (see
below), but | will repeat the example below to provide a fullaission of their derivation:
(72) *?) rom (khan)jaj saamkhannan

umbrellacLF big  threecLF that

‘those three big umbrellas’ (DS, ex. 32)
DS claim that the classifier is in complementary distriboitigith thii in sentences lik§70-a) (p.

20). In light of this claim they propose a null classifier iepent when predicate inversion ap-

21DS present the derivation of a more complex DP with two cfiessiand an overt demonstrative (pp. 20-21, ex.
35a-c), which has been simplifieshutatis mutandisto focus only on the central component of their proposal.

22This proposal is repeated ien Dikken(2006 ch. 5), where the small clause also contains a REIATOR. The
same arguments apply to both versions of this proposal.
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plies. Because classifiers are usually analyzed as heals farictional projection of noungéng
1990 Cheng and Sybesma 199¢heLINKER moves to CIf by head movement (72-a). This head-
movement permits the NP to move to the specifier of the CIfPb(72einstating the original order

of subject and predicafé:

(72) a. CIfP b. CliP
CIf /LINKER FP NP; CIf’
X N |
thii AP; F
$
| { P ‘ CIf /LINKER FP
| keeN ¢,  SC | N
| i o~ ! thii AP; F
7777777777 NPj t; : | N
| [ keerJ ty SC
dek : P
‘ ti ot

,,,,,,,,,,,,,,,,,,,

The motivation for each of these steps is different. Whiledeurs because of focus on the adjective,
head movement in (72-a) may occur in order to provide phajicdd support for the classifier
head. As for the uninversion in (72-b), classifiers cannanterpreted independently of the nouns
that project them, and it is not surprising that the clagsdied noun might need to occur locally.
Assuming a universal base of functional projections, D$pse to extend the derivation in (72) to
French and beyond.

The problems with this derivation center around the exanmp{€1). | have that example as
ungrammatical in parentheses because there is a signifacindf clarity in the literature about the
availability of such constructions. For examplésonyanggoor(2000 marks the following, nearly

equivalent, sentence, as ungrammatical:

23This step involves movement of the whole remnant small elanislen Dikken 2006see fn.22, irrelevant for the
discussion below.
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(73) *naajkhonkdn  sdon khon

bosscLF formertwo CLF

(Visonyanggoon 20QQ:h. 3, p. 82)
These sentences are ungrammatical in part becaustatsifier-adjectivesequence in (73) requires
that the noun phrase be interpreted as singular, which waraldibit the use of the numeral. This
sentence is somewhat different in that the modifier follaptime classifier is not predicative. Never-
theless, in the survey discussed above 8jsuch sentences were found to be ungrammatical. The
survey sentences all involved animate head nouns, whils B&mples involve inanimate head
nouns. Still, speakers find sentences sucfy Asawkward with the classifier presettt.
To begin with, contrary to DS’s claim that the classifier #fidare in complementary distri-
bution, examples like the one below are quite natural:
(74) a. dek khonthii keey
child cLF THII talented

‘the child who is talented’

b. *dek khonkeey thii
child cLF talentedTHil

c. *dek thii khon keer
child THII cLF talented
Examples (74-b-c) demonstrate that the word order in (74-t#ge only grammatical one. Yet the
word order in (74-a) is not predicted by the derivation in)(A8hile (74-b-c) are, contingent on
different constraints. (74-b) would result if the overtsd#ier blocked the head movementtbfi.
If thii moved and left-adjoined to the classifier, the ungrammiatioder in (74-c) would result.

Example (74-a) could only result from rightward head-adjiom of thii to the classifier, prohibited

24The question remains why such examples have persisted litetture. They seem to amount to cases of misanal-
ysis, or perhaps ambiguity of analysis for speak®¥isonyanggoor{2000 demonstrated that while similar constructions
are allowed, they actually amount to cases where classiierased predicatively, and the class of classifiers whioh ca
be so used is limited. It might be that the predicative usdadsifiers, especially with adjectives such as ‘big’ in Thai
are grammatical for some speakers. With animate nouns,Teowtbese predicative classifiers and ‘true’ classifiers ca
be clearly distinguished. See sect®i2.1andVisonyanggoor(2000, pp. 70-74 for discussion.
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by DS’s assumption of the Linear Correspondence Axi&ayfie 1994.

A more basic problem is with the constituency(12); evidence from coordination (discussed
already in sectiorB.2.3 suggests that the classifier does not form a surface cesstitviththii-
Adj. When twothii-Adj constituents are coordinated, the DP can be intergragereferring to a
single individual or set of individuals with a complex setmbperties (75-a). Yet when CiRii-
Adj are coordinated, the DP must be interpreted as refetdarigro separate individuals or sets of

individuals (75-b):

(75) a. dek khon [thii keeg] 1é? [thii raay]
child cLF THII talentedandTHII rich
‘The rich and talented child(ren)’
b. dek [khonthii keeg] 17 (dek)[khon thii raay]
child cLF  THII talentedandchild cLF  THII rich
‘The rich child(ren) and talented child(ren)’
The meaning of the second example is not changed if the headl isorepeated in the second
conjunct. This indicates that conjunction of the classifi@responds to conjunction of the entire
DP. These facts do not follow from the structureg4®), but are compatible with an analysis where
thii forms a constituent with the adjective, as in the relativmglementizer analysis.
Another problem is DS’s assumption that the classifier coogibefore the adjective i(v1)
is optional. This is only partially true. In Thai, classiiecan occur outside of quantificational
environments before adjectives and relatives clauses &t Whave already called the classifier-
modifier construction (see ef35)), where they give rise to a definite singular interpretation
(76) a. dek thii keey
child THII talented
‘The/(A) child(ren) who is/are talented who are talented’
b. dek khon(thii) keen

child cLF THIiI talented
‘The talented child’
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This definite interpretation only becomes evident withaubeert demonstrative or quantifier, how-
ever. Because overt demonstratives require a definitepiatition, they mask the effect of the
classifier, as irff71). This is why the classifier appeared optional to DS, whosengies almost all
include demonstratives. In fact, the presence of the ¢lastiggers a definite interpretation for the
noun phrase, so it is not strictly optional. The classifiedifier construction in (76-b) is the topic
of chapterb.

To summarize, there are at least three independent reasdogtit whether a classifier phrase
is always present in Nhii-A constructions. First, classifiers can occur adjacettiidn a position
that cannot be accounted for by the predicate inversiorysisglr4-a) Second, the classifier does
not form a constituent with thénii-A unit (75). And third, an overt classifier before adjectives
affects the interpretation and structure of the DP, castimgbt on an analysis which assumes that it

might always be present (76).

4.4.2 The productivity of thii

Even if a way around these structural issues could be foumdndependent problem is
related to the distribution dhii. DS contend thathii is restricted to quantificational environments
with contrastive focus on the adjective, as has been olddorahe French Nde-A construction
in (68-b). | show in this section that the Thai construction is moredpative than its French
counterpart, both in terms of its interpretation and itstagtic distribution.

Previous literature on the Frenchdé-A construction in(68-b) (Azoulay-Vicente 1985Hulk
and Verheugd 199%bserves that it is restricted to quantificational envinents, including indefi-
nites, wh-constructions, and focus constructions. IntamdiN-de-A is associated with a particular
information structural profile, where the adjective is disse-given but contrastively focused. DS
make the connection between the French and Thai consingatixplicit by claiming that they share

these properties. Curiously, in the literature orthiN-A in Thai, the restricted interpretation and
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distribution of the French Nte-A construction have never been noticed. Below | show thiatith
because they do not exist.

Beginning with the syntactic distribution of NWi-A versus Nee-A, while the French con-
struction generally appears in quantificational environtsethere are exceptions, as it cannot ap-
pear in fullwh-phrases or full quantifier phrases:

(77) a. *Quel hommed’ intelligentconnais-tu?
whichman  DE intelligentknow-you

b. Paula développé&outesles analyseg*de) compatiblesavecla théorie
Paulhasdevelopedall  theanalyse®E compatible with thetheory
chomsskienne.

Chomskyan.
‘Paul has developed all analyses compatible with Chomskyaory.” (DS, fn. 1)

In contrastthii is licit in these environments, a fact which DS do not observe

(78) a. khurrGu cakphdu.chaythii) key khonnaj

you knowof man THII smartcLF which

‘Which smart man do you know?’

b. Paulkhaw.caj thritsadii(thli) sipsdon thak yar

Paulunderstandheory THII complicatedeveryCLF:TYPE

‘Paul understands every type of complicated theory.
These data show that the quantificational restriction ahed-does not hold for Thai Nhfi-A.

Moreover, the Thai construction does not have to occur inantificational environment

at all; it is compatible with both definite (79-a) and gen€i@®-b) DPs, both of which are non-
quantificational:
(79) a. nagsau thii nda-son-caiém nii

book THII interesting CLF this

‘this book that's interesting’

b. té? (thli) suuy haa.yaak
tableTHll tall rare



Chapter 4: Generalized Clausal Modification 194

‘Tall tables are rare.

Together, these examples show that the Thai constructism In@ore general syntactic distribution
than Nde-A. This observation casts doubt on whether the two constng share the same structure
or derivation.

For interpretation, unlike Nle-A, contrastive focus on the adjective is not a necessary con
dition for N-thii-A. To see this, consider the following discourse:

(80) a. 7?67 sémté? tua (thii) suug may

NAME buytablecLF THII tall YNQ

Q: ‘Did Oh buy the table that’s tall?’

b. may.chayé?  sta kaw.?ii (thii) sty

no NAME buychair THiI tall

A: ‘No, he bought a tall CHAIR.
The question establishes ‘tall table’ in the discourse. rEisponse only differs from the question in
the content of the noun, resulting in contrastive focus traiic. The adjective remains given. Still,
N-thii-A is possible in the response. So we cannot conclude thadjeetive must be contrastively
focused forthii to occur, contrary to the claims of DS.

Itis true that Nthii-A is allowed, perhaps even preferred, in contexts whergrastive focus
is on the adjective. This could be accounted for in part byrefysis of Nthii-A in Thai as a subject
relative clause. Like many isolating languages, adjestd@ not require a copula when they serve
as a clausal predicate in Thai:

(81) dék khonnii keen maak
child cLF thistalentedvery
‘This child is very talented.’
The absence of any copulatinii-A is not a problem for its status as a subject relative. Aatied

clauses are fully productive, their presence in genericdeiihite DPs, as well as with or without
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contrastive focus on the adjective, is expected. In fathtive clauses would intuitively be pro-
nounced or perceived with greater emphasis on the predicatein basic adjectival modification
by virtue of the fact that adjectives there are the main pagds of a structural clause.

In summary, all of the problems in this section, including thstribution of classifiers, the
constituency ofthii-A, and the productivity of Nhii-A can be accounted for under the analysis
that ofthii-A is simply a subject relative clause. On the other hand Filesach construction, with
its focus-related interpretation and distributional mesbns, requires a different analysis. But the

problems with the PI analysis dfili undermine the plausibility of such an analysis for French.

4.5 Summary

In this chapter clausal modification of Thai nouns was ingastd through the distribution
of the particlethii. | proposed thathii functions simultaneously as a complementizer and as a
relative operator, following the analysis of the Scots @amlative complementizer iAdger and
Ramchand20095. | argued that this view ahii can be generalized to every instancehif before
clauses, including its use in noun-complement clausefiscknd in infinitives. What all of these
environments share is the fact that a CP is interpreted aspeegly. Noun phrase internally, that
property is combined with the noun by Predicate Modificgtiatile infinitives are presumably
characterized by semantically taking clausal complem&hish have the type of properties.

A central question raised by my proposal is the extent to whiy analysis othii can be
extended to relative complementizers in other languagess i$ obviously an empirical question,
centered around the issue of whether other languages wdibaded relative complementizers also
use these complementizers in noun-complement clausesfamithies. There are promising signs,
however. For example, in Khmer relative clauses and noumptement clauses are introduced

by the same patrticlelael (Comrie and Horie 1995 which seems to be the Khmer counterpart
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of thii. In Bulgarian, a dedicated relative complementizer meghivhere’ is used to introduce
factive complements of verb&fapova 201], though it is not clear if this same complementizer
is also used with noun-complement clauses. And in Gunglogcfauses and relative clauses are
both introduced by the same ‘relative’ complementizer,utiitothey differ in the position of the
definiteness marker in the noun phragdg¢h 2005. Likewise, Caponigro and Polinsk{2011)
observe that the Circassian language Adyghe uses reldéuses where many other languages
would resort to embedded CPs. These extend verbal complemehich are argued to involve
a null nominal head, just as in my analysis of Thai verbal cdemgnts headed hiii in section
4.3.1 Other languages, such as Japanese, lack a relative mér&my &ind, though only noun-
complement clauses in Japanese contain complementMatsymoto 1988 just aswaa is only
present in noun-complement clauses in Thai. In Mandarim&€¥d, noun complement clauses are
introduced by the relative markee, but it is also used with modifiers which are not clauses. This
wider distribution forde may be related in that it is not necessarily categoricallgc#fed as a
complementizer in the same way thlli is in Thai.

Another major issue which arose in the analysis of Thai ikdatlauses was how to derive
relative clauses using the head-raising relative in nouagads without an overt article. Because
bare nouns modified by relative clauses have the same rangeegretations that bare nouns
themselves do, postulating an article with relatives madigf bare nouns would undermine the
kind-based analysis argued for in chap8r Rather than positing such a determiner, | argued,
following Aoun and Li(2003 and suggestions iBhatt(20032, that the raised NP in relative clauses
can itself project. This projection by the moved element waposed to be optional, subject in
part to the selectional requirements of the selecting héauld like to emphasize at this point
that there may be alternative structures available for Tédative clauses, including a matching or
head-external analysis. To the extent that they are emafiirinecessary, however, head-structures

represent the most difficult cases theoretically becaweskahd noun originates inside of the relative
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clause.

The following chapter continues the investigation of heaiding relative clauses but asks
instead whether there is ever evidence for a determiner suitih relative clauses, and what the
properties of this determiner are. | argue, based on theepiiep of the classifier-modifier construc-
tion, that such a determiner is sometimes present, and thil ivdoes take clausal complements,

it cannot occur in unmodified noun phrases.



Chapter 5

The Classifier-Modifier Construction

Numeral classifiers are so named because their most saéiéris their obligatory accompa-
niment of numerals. However, the assertion that classifireist accompany numerals is a necessary
but not sufficient description of their syntax in many langes That is to say, while classifiers must
occur with numerals in most classifier languages, they atsoron other environments that have
received less attention.

This chapter focuses on one such construction in Thai. lbisdhin very early descriptions
that in some cases, classifiers could be licensed by modifiditsai (Hass 1942Jones 1970t
(1) a. thariansaamluk

durian threecLF
‘(the) three durians’

b. tharianlOuk thii mén
durian CLF REL stinky
‘the durian that is smelly’

I will refer to the construction in (1-b) as the Classifier-tiitier Construction (CMC). There are

two challenges for any adequate formal syntactic (and stoyareatment of the CMC.

'Hass’s actual examples are not instances of the true CMQ@aseis of the ‘false’ possessor raising construction in
section5.2.1

198
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The first challenge is understanding how relative clausdso#mer modifiers ‘license’ classi-
fiers in the CMC. As the following example shows, bamin-classifiesequences are ungrammat-
ical in Thai:

(2) *tharianlOuk
durian CLF
Thus, the presence of the classifier in (1-b) is contingertherpresence of the modifighii mén

Relative clauses and other modifiers are traditionallyyereal as adjuncts, and thus neither
need to be licensed, nor are they necessary for licensirgy etbments of the clause. In contrast,
we saw evidence in chapt8ithat classifiers are heads in the functional spine of the DRaivhich
occur with overt specifiers, such as numerals. This CIfP cajeqt a higher DP, headed by strong
qguantifiers, for example. We also saw that classifiers wenergdly required by deictic modifiers.
Relative clauses, on the other hand, freely occur with bates, making their ability to license
classifiers all the more puzzling.

The second challenge presented by the CMC is semantic: while phrases containing
numeral-classifier sequences such as (2-a) can be inedpegher as indefinite or definite, noun
phrases containing the CMC must be interpreted as defisit@vn by the gloss in (1-b). There is
no overt syntactic reflex of this obligatorily definite inpeetation. This syntax-semantics mismatch,
too, must be accounted for.

Below | outline an analysis of the CMC that relies on a nulledetiner, which takes the rel-
ative clause as its complement, inspired by the analysislafive clauses frorKayne(1994. The
bare classifier phrase occurs as the subject of this presticedlation. This structure is illustrated

below:
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3) DP
D CP
|
i /\
CIfP; c
/\ /\

lGuk
The strongest evidence | present for this analysis, in@eé&ti3.3 demonstrates that the classifier
and deictic modifiers that follow it must be reconstructet ithe CP. These data closely resemble
the evidence for reconstruction presented in the previbapter. While before it was proposed that
head-raising can lead to reprojection, below | proposetti®aCP must project in cases of the CMC
in order for the derivation to converge. | extend this anialys cases where classifiers are licensed
by adjectives and prepositional phrases, which | argudvevemall clause complements of D.

The structure in (3) accounts for the definite interpretatidd the CMC by positing a null
determiner, which | will argue is interpreted as a choicecfiom based on more nuanced facts about
the interpretation of the CMC with numerals. However, itesd obvious how (3) can account
for the licensing puzzle. My proposal is that this structaceounts for licensing because it is
structurally distinct from cases such as (2), where D mut the CIfP as its complement. | argue
such free-standing bare classifiers areampetitionwith bare nouns, preferred based on principles
of structural economyHowever, when bare classifier phrases occur as the extezadlin a relative
clause structure such as (3), | argue that structural ecpnemlleviated. This claim leads to the
analysis of similar cases in unrelated languages, as walbesposed explanation for the availability
of bare nouns and bare classifiers across classifier langijuage

The structure of this chapter is as follows. | begin, in sBTd.1, with an outline of the

basic structural and semantic properties of the CMC. Thespepties include the status of the
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classifier in the CMC (sectiohb.1.]), the interpretation of modifiers in the CMC (secti®i.?, and

the observation that the CMC is more accurately associatidsyecificity rather than definiteness
(section5.1.3. Two constructions that on the surface resemble the CM@amined in section
5.2 and distinguished from the CMC. In sectidiB, the D-CP analysis of the CMC is detailed,
including the idea that the D in the CMC is interpreted as acghfunction (sectiors.3.2. | further
argue in sectiorb.3.3that this null D can take CP as well as small clause complesne®éction
5.3.4contains the argument that the apparent licensing effetteomodifier in the CMC is due

to the alleviation of an economy condition, Avoid Structufehis analysis makes crosslinguistic
predictions about the complementarity of definite bare saumd definite bare classifiers, which |
argue are by and large correct (sectio4.]). | also ask whether all classifier languages might have

an equivalent of the null determiner to which | attribute @dC in Thai (sectiorb.4.2.

5.1 The Nature of the CMC

This section makes three basic observations about the CBEIio85.1.1examines the clas-
sifier in the CMC, showing that is a ‘true’ classifier as it catisfy the selectional requirements
of numerals and other distributive quantifiers. The rangmodlifiers that can appear in the CMC
and the generalization that they only allow intersectiaiegs is introduced in sectidnl.2 Last,
section5.1.3describes the interpretation as a whole of DPs containiadCMC. | will show that
these DPs must be interpreted as singular and definite when lmat can also be interpreted as

specific indefinite when numerals occur before the classifier

5.1.1 Classifiers as functional heads

We saw in the introduction that what is surprising about th&CCis that classifiers are li-

censed by putative modifiers. Below we see that this samsifitascan be preceded by a numeral
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or quantifier as well:

4) a. thariansaamlQuk thli mén
durian 3 CLF REL stinky
‘the three durians that are smelly’

b. tharianthGk lOuk thii mén
durian everyCLF REL stinky
‘every durian that is smelly’
These examples show that the classifier appearing in the GM@éed a ‘true’ classifier.

Earlier | concluded, following the work of other linguisthat classifiers in Thai should be
regarded as functional projections of the noun. One pie@yioence for this conclusion was the
coordination of noun phrases containing classifiers, whicist be interpreted as the coordination
of two separate DP¢34)). Similar examples are repeated below, focusing spedifical the coor-
dination of classifiers occurring in the CMC:

(5) [pp thUrianlQuk thii mén ] 1€? [pp lOuk thii suk ]
durian cLF REL stinky and  CLF REL ripe

‘the durian that is smelly and the durian that is ripe’

Despite the plausibility of an interpretation where theiauris both smelly and ripe (most ripe
durian are, in fact, quite smelly), that interpretation %fi§ not available. Instead, the coordination
must be interpreted as referring to two separate objects: somelly, one ripe. If the classifier
is removed from the second conjunct, however, an interpoatavith coordinated properties is
available. This examples shows that the classifier doesonat & constituent with the modifier, as
is expected if it is a functional projection of the noun. Tbaclusion precludes an analysis of the

CMC based on a non-standard analysis of its classifier.
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5.1.2 Modifiers after classifiers

Below | examine properties of the modifier in the CMC. First,qualify as a case of the
CMC, modifiers must follow the classifier. This is because ffied only license classifiers when
they follow them:

(6) a. thariancpthii mén |
durian REL stinky
‘(the) durian(s) that is/are smelly’
b. tharianlOuk [cpthii mén ]
durian CLF REL stinky

‘the durian that is smelly’

c. *thrian[cpthli mén ] lGuk
durian REL stinky CLF

These examples rule out another class of analyses; thgsegrein the general semantic contribu-
tion of the relative clause within the noun phrase. For exapipayal (2005 analyzes a number of
other instances of licensing by relative clauses by appg#di the idea that clausal modifiers supply
DPs with a situation variable they might otherwise lack. ISan analysis could not be extended
to Thai in light of the data in (6). Because relative clausas anly license classifiers when they
follow them, the ability of relative clauses to provide theun phrase with a situation variable on
its own cannot provide an adequate account of the CMC.

All of the examples of the CMC up to this point have containeldtive clauses, but other
modifiers also occur in the CMC. This class is broad, inclgdielative clauses (7-a), adjectives

(7-b) (preferably reduplicated) and prepositional phsg3ed):

@) a. [ppthlrianlOuk [cpthli mén ]] yuu khaan-ndok
durian CLF REL stinky LOC side-out
‘The durian that’s smelly is outside.’

b. [ppthUrianlGuk [ap m&n-mén  ]] yuu khaang-ndok
durian CLF stinky-REDUP  LOC side-out
‘The smelly durian is outside.’
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[op thUrianlOuk [ppbonts? ]] mén maak
durian CLF on table stinkyvery
‘The durian on the table smells really bad.’

C.

Possessive NPs can occur in the CMC only with contrastivesfon the possessive PP:

[op thrianlOuk [pesspkhdony Nit J] yuu khaarn-ndok
durian CLF Poss Nit  Loc side-out
‘NIT’s durian is outside.” (not Nat’s) (cfPiriyawiboon 2010p. 79)

(8)

Piriyawiboon(201Q p. 79) presents the same example as ungrammatical, anddeisd unnatural
without contrastive focus. At this point it is unclear whextt{8) is an instance of the CMC proper
or a separate phenomenon.
There are a number of interpretational differences betwwaedifiers that directly follow
nouns in Thai and those which follow classifiers. These wdifiees, first noted bi{ookiattikoon
(2002, roughly correlate with the distinction between attribetand predicational modification

(Bolinger 1967 Cinque 2010Larson 1998Larson and Takahashi 200&mong others).

To begin, consider the following examples which involvebatmodifiers of nouns:

9 a. na-riantén-ram
studentdance
‘a dance student’

b. khruu waaj-naam
teacherswim
‘a swim teacher’
c. nokphlut-daj

bird speak-can
‘a talking bird’ Kookiattikoon (2001, p. 188)

In the examples above, the verbal modifier of the noun ispnéted attributively, arguably as a
compound, modifying the basic reference of the noun. Serattan referring to general students,

(9-a) makes reference to students of dance in particulkewise, (9-b) makes reference to teachers
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that are swimming instructors, while (9-c) refers to thedkad bird which is capable of talking.
When classifiers intervene, the verbs then describe therdLactivity or state of the reference
of the noun:
(10) a. nak-riarkhontén-ram
student cLF dance

‘the student who is dancing’

b. khruu khonwaaj-naam
teachercLF swim
‘the teacher who is swimming’

c. nbktua phlOut-d3j
bird cLF speak-can
‘the bird that can talk’ Kookiattikoon (2001 p. 189)
These differences in the interpretation of the adjectivél®) and (9) are distinct in at least two
dimensions. First, while the modifiers in (10) are interedetestrictively, those in (9) are not. Sec-
ond, while the modifiers in (10) are stage-level or predieathodifiers, those in (9) are interpreted
as generic or individual-level modifiers.
Adjectives also have different interpretations dependingvhether they directly follow the
noun or if a classifier intervenes:
(11) a. nak-tén suaj
AG-dancebeautiful
‘a beautiful dancer’ (beautiful person or dances beaduyiful
b. nak-ten khonslaj

AG-danceCLF beautiful
‘the/some beautiful dancer’ (only a beautiful person)

(12) a. phiéian kaw
friend old
‘a familiar friend’ or ‘a long-standing friend®

ZNote that these examples cannot mean ‘aged,’ which in Thadifferent adjectivekée, when applied to people.
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b. ph#ian khonkaw

friend cLF old

‘the/some familiar friend’ (only) Kookiattikoon 2001 p. 194)
In both of these examples, the adjective occurring direadtigr the noun has two available interpre-
tations. In (11-a), it can be interpreted as either makingssertion about the quality of the dancer
or making an assertion about the person who is dancing. Bisast disappears in (11-b), where
only the latter interpretation is available. Similarlyetk are two interpretations available in (12-a),
that the friend is familiar, or that the friend has been anfilidor a long time. When the classifier
intervenes, only the former interpretation is available.

Finally, Kookiattikoon (2001) observes that while nominal modifiers of nouns are allowed

directly following the noun, a classifier cannot intervene:
(a3) a. nak-riar(*khon) phéet

student CLF medicine

‘a medical student’

b. khruu (*khon) fisik
teachercLF physics
‘a physics teacher’

Cc. nok(*tua) paa

bird cLF forest

‘forest bird’ (Kookiattikoon 2001 p. 188-189)
All of these modifiers are non-intersective in the sense tinvey identify a subkind of the kind
denoted by the head noun rather than naming an independserpy that holds of the head noun.

In all of these examples, we see that when modifiers followsifieers, they must be inter-

preted predicatively. Bpredicatively | mean they are interpreted as if they were the main preglicat
of a clause. Semantically, this analysis entails that timesdifiers denote a set or characteristic
function defined by the property described by the modifierlyQmedicational modifiers are al-

lowed after classifiers in Thai, which is not surprising imash as the CMC constitutes a case of
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indirect modification Sproat and Shih 1988or cases where nominal modifiers are not directly jux-
taposed with nouns, a point made Wigonyanggoon(2000. | will return to these generalizations

about the interpretation of modifiers later, in sectto8.3

5.1.3 Definiteness, specificity, and singularity

Just as modifiers have a special interpretation when thiapfalassifiers, so do noun phrases
as a whole have a special interpretation when they containstance of the CMC. Noun phrases
containing the CMC must be referential. While cases withmumherals must be definite and singu-

lar, instances of the CMC with numerals can be specific indefin

(14) a. [[N-Clf-Mod] ‘Bare CMC’ = singular and definite

b. [[N-Num-CIf-Mod] ‘Num + CMC’ = specific indefinite or definite

Below | present diagnostics for definiteness and specifioilfjustrate this generalization.
The easiest way to see the referential restriction on the GO first present sentences

where it is prohibited, including generics (15), and préstional or existential constructions (16).

(15) *taam-thamadathGrianlOuk suk-sukwaan maak
generally durian CLF ripe  sweetvery
‘Generally ripe durian are very sweet.’ (intended)

(16) a. *mii thdrianlOuk suk-sukkharn-ndok
existdurian CLF ripe  outside
b. *mii thariansdamlluk suk-sukkhan-njok
existdurian threecLF ripe  outside
(cf. Visonyanggoon 20Q(. 81)

Furthermore, noun phrases containing the CMC can servenaglements of the equative or speci-

ficational copulahuu, but they cannot occur as the complement of the predicatipalapen
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a7 a. Nikkhwa khonthii chanrak
COP.EQCLF REL 1sG love
‘Nick is the person that | love.’

b. *Nik pen khonthii chanrak
COP.PREDCLF REL 1SG love
(Ruangjaroon 200%. 105)
The impossibility of the CMC in (17-b) demonstrates thatanses of the CMC must be inter-
preted referentially, and thus cannot occur in predicgidstions (see sectioh?2.3of chapter4 for
details).

The next few examples show that the CMC does occur in enviemtsnwhere we would
expect definite noun phrases. In (18-a), umbrellas aredated into the discourse. The CMC
is used to refer to them in (18-b), where they are both unisuekefamiliar, characteristic traits of
definite noun phrasesieéim 1982 Lobner 1985%:

(18) a. Natstu [[ rom sii-deery nug-khan] 1€? [ rom sii-dam  nap-khan] ]
Natbuy umbrellacolor-redone<cLF and umbrellacolor-blackonecLF
maa.

PRF
‘Nat bought one red umbrella and one black umbrella.’

b. teemtia klap baan,khawmaj chdop [ rdm khansii-deer ]
butwhenreturnhome3s NEGlike  umbrellacLF color-red
‘But when he returned home, he didn'’t like the red umbrella.’
In this context,rdm ‘umbrella’ in (18-b) is anaphoric, and the adjectsie deey ‘red’ is focused,
just as in the gloss, where primary focus must be on the adpaetd, becaus@imbrellais given by
the discourse.
The CMC can be used in this same environment even if a numeratges the classifier:
(29) a. Naftstu [[ rom sii-deery sdon-khan] 1€? [ rom sii-dam  saam-khan] ]
Natbuy umbrellacolor-redtwo-cLF  and umbrellacolor-blackthreecLF

maa.
PRF
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‘Nat bought two red umbrellas and three black umbrellas.’
b. teem#a klap baan,khawmdj chdop [ rdm sdon-khansii-deeny ]
butwhenreturnhome3s NEGlike  umbrellatwo-cLF color-red
‘But when he returned home, he didn't like the two red umiall
Thus, the presence of the numeral before the CMC does ndtuigesdefinite interpretations, even
though no explicit marker of definiteness is present in eitase.

Further evidence for definiteness is thensistencyeffect of Lobner (1985, which distin-

guishes true definite noun phrases such as (20-a) from dératives noun phrases such as (20-b):

(20) a. #The boy is sleeping but the boy is not sleeping.

b. That boy is sleeping but that boy is not sleeping.

Piriyawiboon (2010 applies this test to Thai demonstrative noun phrases amgissthat, like the
English demonstrative noun phrases in (20-b), Thai dematinst noun phrases do not exhibit con-

sistency effects. However, in DPs with bare CMCs, conststeffects do arise:

(21) #[[dek khonthli son  ]mnoon yuu]tee [[ dek khonthii son ] maj.dajnoon
child cLF REL naughty sleepimp but child CLF REL naughty NEG sleep
yuu ]
IMP
#The naughty boy is sleeping but the naughty boy is not shegp

Thus, we can conclude thbare CMCs, that is, those without a quantifier preceding the dlass
must be interpreted as definite.
Instances of the CMC preceded by a numeral also show comsyste
(22) #[[deék saam khonthii son ] noon yuu] tée [ [ dek saam khonthii son ]
child somecLF REL naughty sleepiMP but child somecLF REL naughty
maj.dajnoon yuu ]

NEG sleepiMP
# ‘The three naughty boys are sleeping but the three nauglhyty &re not sleeping.’
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However, if the CMC is preceded by a ‘true’ indefinite quastiuch adaan ‘some’, consistency

effects do not arise:

(23) [[dek baary khonthii son ] noon yuu] tée [[ dek baay khonthii son ]
child somecLF REL naughty sleepimP but child someCcLF REL naughty

maj.dajnoon yuu |

NEG sleepiMP

‘Some naughty boys are sleeping but some naughty boys astesping.’
This is the reason the characterization of the CMC above bas testricted to cases with numer-
als. (23-b) shows that the presence of a non-numeral intefipiantifier allows non-referential
readings.

Partitives provide evidence for further splits in the ipretation of the CMC. Specifically,

Num+CMC allow patrtitive readings (24-b) but bare CMCs da not

(24) a. mii maasii dam saamtua khaawbaan maa ...
havedog colorblack3  cLF enter housecome
‘Three dogs came into the house.

b. ...sdogtuasii dam rdom haw-hdon
2 CLF colorblackbegin bark
‘Two of the black dogs started barking’

Cc. *...tua sii dam rdom haw-hdon
CLF color black beginbark
‘One of them began barking.’
Enc (1991 has showed that partitives are specific because they aphamato a definite set, but
they are not maximal. The contrast above clearly thus shbatswthen numerals are present, the
CMC can receive specific indefinite interpretations, thoimgtances of the bare CMC can only be
interpreted as definite.

The following table summarizes the interpretations atgldo noun phrases containing the

CMC:
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(25) Definite Specific indefinite  Existential Generic
(N)-cLF-modifier v X X X
(N)-weakQeLF-modifier v v X X

The basic generalization is that all noun phrases conthi@ CMC must be interpreted as specific.

In addition, specific indefinite interpretations require eak quantifier before the classifier.

5.1.4 Summary

I conclude that classifiers occurring in the CMC should beurégd as ‘canonical’ classifiers
in the sense that they are functional projections of the ramththey can serve as the restriction for
numerals. The class of modifiers which can follow the classifi the CMC is quite broad; the only
major constraint is that they these modifiers must receigdipative interpretations. Finally, it was

shown that noun phrases containing the CMC must be integbreferentially.

5.2 Intruders: Two False Cases of the CMC

Two Thai constructions appear superficially similar to tid@but should be distinguished
from it. The first intruder is a construction involving prediive noun-adjective compounds. Some
of the nouns in this construction superficially resemblegiféers, butvisonyanggoon2000 has
already shown that these cases are distinct. The secondentis a construction involving deictic
modifiers from chapteB, section3.5. These cases are more similar to the CMC in that they involve
real classifiers, but deictic modifiers are semanticallyirdis from the modifiers occurring in the

CMC proper.

5.2.1 Noun-adjective compounds

In some recent work on Thai noun phras8in@hapreecha 20P1the claim has been made

that multiple classifiers can appear in the same noun ph@séhe surface, these examples do bear
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resemblance to the CMC:

(26) noktua lek saamua nan

bird cLF smallthreecLF DEM:that

‘those three small birds'Singhapreecha 200#&x. 1)
Examples of this sort were also observedHnss(1942 p. 204). The examples that Hass presents
to support her conclusion involve the same classifier ash@imgechatua, literally, ‘body.” Sing-
hapreecha proposes an abstract structure to account fensea such as (26), which involves mul-
tiple CIfP projections and obligatory roll-up movement bétentire DP. This analysis of the Thai
noun phrase also serves as the background for the analyie particlethii in den Dikken and
Singhapreech&004). Were the classifier-adjective sequence in (26) truly ataimce of the CMC,
it would demand a significantly more complex analysis thandhe | introduce below, perhaps
along the lines of Singhpreecha’s proposal.

However, Visonyanggoon(2000 presents several arguments that the first instance of the
classifiertuain (26) is not actually a true classifier, but rather part obanplex modifier similar
to English compound adjectives such lag-bodied full-bearded or rosy-eyed as well as more
idiomatic cases such ddue-collar andblack-tie That the putative classifiena ‘body’ occurs as
the first part of the compound adjective in (26) in additiorséoving as the classifier for animals is
only by coincidence.

The first argument to support this claim is the observatia thodifiers such asia-lek can
occur with human common nouns, which take a different di@ssiThis classifier can co-occur
with a compound adjective containitiga, as the following examples show:

(27) a. phluyip tua suuy saamkhon
woman bodytall threecLF
‘three tall women’

b. *phluyiptua stuysaamtua
woman bodytall threecLF
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(Visonyanggoon 20Q(. 72)

In both examplestua-siiun serves as an adjectival modifier. Likea-lek in (26), this compound
adjective is made up of the nodmna ‘body’ and an adjective that describes a physical propefty o
that body. Now whiletua also serves as the classifier for animals, it cannot be ugelufman
beings, which take the classifikhon‘person.” Thus, the example above clearly demonstratds tha
the first instance duain (26) should not be considered a true classifier.
In addition, the set of adjectives that can be combined wittoan such asua is limited
to those describing physical dimensions. Hendeaichahat ‘body-intelligent’ is ill-formed {i-
sonyanggoon 200(®. 72). In contrast, there are no such restrictions on thdifreothat can appear
in the CMC, modulo those constraints on the interpretatiomadifiers in the CMC discussed in
section5.1.2
When nouns are modified by these compound adjectives, theptdsee any of the restric-
tions on definiteness or number that were observed for geringtances of the CMC. For example,
noun phrases containing compound adjectives can occuisteakal sentences:
(28) mii phOuyip tua stauy saamkhon yuu  khaan-ndok
existwoman bodytall threecLF (LOC) outside
‘There are three tall women outside.’
Genuine instances of the CMC cannot occur in existentiadksers, as we saw in exampglkb).
If we try to produce instances of the CMC where a tlassifier-modifiesequence precedes
anumeral-classifiesequence, the result is ungrammatical:
(29) *dek khonchalaat saamkhon
child cLF intelligentthreecLF
The initial classifier-adjectivesequence indicates that the noun phrase is singular, Howfng

numeral-classifiesequence contradicts this requirement.
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The strongest piece of evidence that the putatiessifier-adjectivesequence irf26) is not
an instance of the CMC is the fact that these sequences canaseclausal predicates:
(30) a. phlOuyiy khonnantuasiuny
woman CLF thatbody-tall
‘That woman is tall’
b. lOGukpooy bay nii lGuk-too
ballon  cLF thisball-big
‘This balloon is big.’ Visonyanggoon 20Q(. 73)
This is the same kind of direct predication observed for@ijjes generally, which do not require a
copula to function as predicates in Thai.
In conclusion, thdua-lek sequence ir§26) should not be analyzed as multiple instances of
a classifier within a noun phrase but rather as an adjectivadd by the compounding of a noun
with an adjective, producing a compound adjecfivAs such, our analysis of the CMC and Thai
noun phrases should not account for such modifiers, as thmprtse a distinct phenomenon from

the CMC?

5.2.2 Deictic modifiers again

The predicates in the previous section are distinct fronCiiiC because they do not contain
a true classifier. Yet the instances of deictic modificatimtkssed in sectio®.5did involve a true

classifier, and like instances of the CMC, they obligatordgeive definite, singular interpretations

30ne problem with this analysis is that the adjective is onripbkt in these cases while compounds in Thai are
generally left-headed, as we saw in chaen the discussion of plurals. As these ‘compounds’ gengrallolve
inalienably possessed body parts, they are probably icessasf possessor raising.

“Visonyanggoor(200Q p. 105, fn. 4) discusses another construction where twssiflars do seem to occur in the
same noun phrase. These classifiers must be separated hprmational break, however, and as such Visonyanggoon
analyzes this phenomenon as an instance of DP apposition.

Additionally, Hundius and Kolve(1983 indicate thatlassifier-adjectivesequences can iterate indefinitely according
to their speakers, but in practice such noun phrases aresaieer used and most speakers find them awkward. However,
some speakers do admittedly accept these examples. Sati@itstances of “classifier-spreading” might be an obsio
candidate for an analysis in terms of apposition, followiMigpnyanggoon’s suggestion for similar cases.
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when a numeral is absent:

(31) a. thoriarluk nii/nan
durian cLF this/that
‘This/that durian’
b. tharianlOuk nug
durian CLF INDEF
‘A certain durian’

c. thdrianlGuk réek
durian cLF sole
‘The sole durian’
As | argue in sectioi3.5that these deictic elements are, in fact, modifiers, thesesoeould be col-
lapsed with the CMC, as in the analysis\§onyanggoor(2000, who suggests that they compete
for a position in [Spec, CIfP].

There are several reasons to be suspicious of an accouspsioly deictic modifiers and the
CMC. First, diectic modifiers are clearly semantically idist from ‘true’ instances of the CMC
because they are neither predicative nor intersectives, Tdrictic modifiers constitute an exception
to the predicative interpretations required for cases ®GMC (sectiorb.1.2).

Second, deictic modifiers usually must follow classifiesshile the predicative modifiers
appearing in the CMC can modify the noun directly, as we sawdtative clauses throughout
chapterd4. Moreover, when predicative modifiers follow the noun, tlway still be followed by
classifiers, as long as that classifier is independentiyndied (32-a). Such pre-classifier positions

are impossible for deictic modifiers (32-b):

(32) a. thariarthli suk saamluk
durian REL ripethreeCLF
‘Three durians that are ripe’

5The exception is again the ability of demonstratives to oedthout classifiers as discusseddrs and as observed
by Hundius and Kolvef1983. Such cases must involve a null classifier head.
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b. *thUrianréek saam l0uk
durian first threecLF

This difference indicates that the deictic modifiers ardirtlis from normal predicative modifiers in
that they must attach high in the structure. While this défeee does not preclude an analysis of
predicative modifiers as adjoined to CIfP, as was proposeddiztic modifiers, such an analysis
does not solve the licensing problem. | will argue in secBoBi4that the licensing problem does
not arise with deictic modifiers because they must occur aithassifier to be interpreted.
Finally, when both predicative modifier and deictic modHiésllow a noun, the predicative
modifier must follow the deictic modifier:
(33) a. tharianGuk diw thii stk
durian CLF only REL ripe
‘the only durian that'’s ripe.’
b. *thUrianlOuk thli suk diw

durian CLF REL ripe only

(34) a. thlriarOuk réek bont6?
durian cLF first on table
‘the first durian on the table’

b. *thGrianlGuk bonté? réek
durian cLF on tablefirst

Deictic and predicative modifiers cannot be ordered fraetlicating that they are not structurally
identical. This difference plays a crucial role in the asayof the CMC below. However, deictic

modifiers continue to remain relevant for our discussionh i sections.3.3and in sectiorb.3.4

5.3 The D-CP analysis of the CMC

My analysis of the Classifier-Modifier Construction in Thaildw is novel, although the
central intuition behind the analysis is shared with easierk. The intuition is that definite and

specific readings of Thai noun phrases involving a class#iese due to the presence of a null
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determiner. The novel component of my proposal is that this seeterminer can take clauses
functioning as modifiers, including relative clauses andlsaiauses, as its complement. | argue
that while bare classifier phrases satisfy the semantidneggants of this determiner, a structural

economy constraint rules out these cases due to the aligyl@bidefinite bare nouns in Thai.

5.3.1 Earlier analyses of the CMC

Before introducing my analysis, | begin by briefly reviewithge proposals oPiriyawiboon
(2010 andVisonyanggoon(2000, and showing where they fall short. The most recent aralysi
of the CMC was provided byiriyawiboon (2010, who simply labels the construction “specific
modified NPs.” Piriyawiboon assumes that the adjective appg in the CMC is right-adjoined
to the NP. The second difference is that Piriyawiboon prepdkat a sub-projection of the NP, the
lower segments created by adjunction, is moved to the specifiCIfP, followed by movement of

the CIfP to the specifier of a higher Spec(ific)P:

(35) a. baanlay j3j

housecLF big
‘the big house’
b. SpecP
/CIfP\ Speé
|
NP . CIF SpeGnom 1
|
\ LN |
N CIf NP |
|
‘ : | N |
baan lag t AP |
L »
| |
| |

,,,,,,,,,,,,,,,,, (Piriyawiboon 2010p. 107-108)

One problem with this proposal is theory-internal. Conterapy theories of movement (re-

merge, internal merge, etc.) assume that it is driven by @@ probes attracting the closest



Chapter 5: The Classifier-Modifier Construction 218

category that matches the type of the probe. Thus, moverhentidstarget the largest NP segment,
rather than the smaller one.
This problem could be avoided by adopting a structure whHeredP is right-adjoined to the

CIfP rather than NP:

(36) SpecP
CIfP Speé
/\ TN
CIfp AP SPCGNem 1
/‘\ o |
NP | CIf jaj }
| : P :
N (CIf ¢ :
| | |
bé}an : lan | :
|
|
|

This proposal is similar to the one ®¥fsonyanggoor(2000, only she assumes that the modifier is
in [Spec, CIfP] (on the left) and is stranded by head-moverogthe classifier to Nuth She makes
this assumption based on a parallel between deictic mosldied the CMC.

These proposals agree that the referential nature of the €i@ld be attributed to a null
D above the classifier. However, neither proposal accoumtthé classifier licensing problems of
the CMC, as modifiers function as adjuncts in both cases. Tdrard analysis of modifiers as

adjuncts is precisely the source of the licensing problesdescribed above.

5.3.2 The null determiner

A good starting point is the source of the definite and speicifiefinite interpretations associ-

ated with the CMC. One option is associating the referemtialpretation with the classifier itself,

SIn fact, Visonyanggoon(2000 only considers cases of the CMC involving adjectives afterclassifier. It is not
completely clear whether these adjectives are instanctteedEMC or deictic modifiers. One relevant consideration is
that simple adjectives are not able to follow other deictadifiers, unlike relative clauses. However, this may be due t
a garden-path effect, as an adjective following a demoiigtsais most likely to be interpreted as a main predicate.
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as proposed bZheng and Sybesm@d999, to account for definite bare classifiers in Cantonese.
While I delay full discussion of this approach (sectidd.?), the most obvious problem with this
proposal is that classifiers frequently occur in indefindemphrases. This is unsurprising from the
perspective of the semantics provided in chaBtewhere CIfPs denote properties. | conclude that
classifiers cannot be the source of the referential inteapos.

Instead, | follow the proposals outlined above in assamipthe referentiality of the CMC
with a null determiner. The novel aspect of my proposal i tifia determiner takes the modifier as

its complement, as in the analysis of relative clauses m@epbyKayne (1994 p. 86-92):

(37)  Structure for bare CMC with relative clause

a. thorianlGuk thii mén
durian CLF REL stinky
‘the durian that is smelly’

b. DP
Djun] CP
ClfPp; o

—

thariangs lauk ~ thii &; mén

One of the reasons that relative clauses can occur as thderoemt of D is semantic: definite
and referential determiners are of tyfge, ¢, e), and thus must take complements with the semantic
type of properties (cfStowell 1991 Partee 1986 On the syntactic side, | assume that D bears
an uninterpretable N-feature, [uN], which must be valuechlly by by an accessible NP. This
view echoes the analysis of c-selectionMgtushansky2006. While the complement of D is not
required to bear an N-feature, it must contain an accesNiBI& here is no way of knowing whether
this CIfP moves to [Spec, DP] in (37), as such an operationavoe string-vacuous.

Positing a null D allows us to account for the absence of ant oweneral with the classifier.
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At several points in chapted, | argue that while classifiers require a numeral argumehgnathe
numeral isn#éy ‘one’ it can be deleted, as long as a higher head is presenedghe CIfP. This
null numeral is represented above as the empty set. We samstance, that strong quantifiers
generally license a null ‘one’, though they could occur witbher cardinals. The presence of D,
then, can be tied to the availability of ‘one’ deletion, in ayamade more precise beldw.

The next question is how to interpret D. The generalizatiooua the interpretation of noun

phrases with the CMC (sectidnl.3 is repeated below:

(38) a. [[N-Clf-Mod] = definite

b. [[N-Num-CIf-Mod] = specific indefinite or definite

Definiteness interpretations are generally attributednto-@perator (e.gPartee 198)/ which en-
codes maximality and familiarity, while specific indefirdtare generally analyzed as choice func-
tions Chierchia 2001Kratzer 1998 Matthewson 1999Reinhart 1997Winter 1997.

Chierchia(2009 notes that the-operator is simply a special choice function that encodes
unigueness and familiarity. He then argues that definitdsspacific indefinites are identical except
for the requirement that a specific indefinite must be existy closed, a position argued for
independently irChierchia 2001as in the original analysis &einhart 1997 This leads Chierchia
to propose that there is only one choice functional operatoich | will call D8 Chierchia argues
that the presence of an existential operator is regulatedfegiture on R, [+def]. The uniqueness
typical of definites arises due to the pragmatic restrictibtne CF domain; definites arise when the
context only contains a single individual (or plural indiugl).

Let's spell this analysis out in a little more detail. The sfign is how the {def] feature

"The particular analysis or arguments in this chapter do imgiehon the existence of a null numeral ‘one,’ and seem
to be generally compatible with the

8This resembledatthewson(2001)’s claim that in St'atimcets, a Salish language, the deteer is always inter-
preted as a CF.
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on D¢ interacts with definite-marking elements lower in the DRsTihteraction excludes strong
quantifiers, because they are in complementary distribwtith the null D (see below). Likewise,
we can say that true indefinite quantifiers, suchéag'several,’ cannot occur as the complement of
D¢k, because they require a true existential determiner onigated This assumption is motivated
by the fact that non-numeral indefinites in the CMC did najger consistency effec{3). This
leaves numerals, including the null variant of ‘one’ implied in definite cases of the CMC.

Let us say that B- can be freely selected in the numeration with either of the $ettings
for [+def], the null hypothesis. Numerals are featureless, andalglace any constraints on
Dce. To account for the definiteness of bare CMCs, | assume tleag tis a null allomorph of
the numeral ‘one’ licensed by the-flef] feature on R¢. Finally, only when Q¢ is [—def] can
existential closure of the choice function itself applysuking in specific indefinite readings. The
dependency of existential closure on [-def] might be bee@xsstential operators themselves probe
for [def] features, and are deleted when they do not encoante[-def] DPs. This proposal is quite
stipulatory. Confirmation would come by establishing aeifattion in locality between potentially
definite DPs and their ability to undergo existential clesarproject which has not been undertaken.

As a choice function, B:- can take any complement of tyge, ¢) as long as it contains an
accessible NP to check its [uN] feature. This proposalimstthe type of CP complements ot P
to relative clauses without further stipulation, becatedative clauses have the type of properties
with an external nominal head. In the following section Ilvaifgue that small clauses also can
occur as the complement of:R and they they can also receive property-typed interpostsit

This proposal predicts that CIfP should be able to occur ascttimplement of D because
it is of type (e, t) (see sectior8.2.9. This prediction is partially correct. The following exata
demonstrates that noun phrases with overt numerals candoprieted as definite; specific indefinite

interpretations are also available. | take such CIfPs thhbebmplement of B::
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(39) a. thariarsaamlliuk
durian 3 CLF
‘(the) three durians’

b. DP
NP; D’
‘ /\
" D cifp
tharian |

CFiper  NumP CIf’
\

PR
Num CIf ¢
sél‘am |0Lk

Only the cases of bare classifiers and bare nouns remain.rggecdin Chapter 3, following
Chierchia 199&ndPiriyawiboon 2009nouns in Thai are interpreted as kinds of typg), which
permits an analysis of definite bare nouns as bare NPs, @&kitNPs thus cannot function as the
complement of R because they are the wrong type.

On the other hand, bare CIfPs, i.e. those with null ‘oiee& of type{e, ¢), and as such they
are incorrectly predicted to serve as the direct complemiemill D (see ex(54-a)). This brings us
to the heart of the licensing problem. The question is howntbeifier complementation structure
can permit bare CIfPs while they are ruled out when they oesuihe direct complement of R
(See sectioi®.3.4below.)

The CF analysis of D extends to all cases where the CMC is bacerdains a numeral.
This same analysis could also be extended to apparent caes GMC which involve a strong
guantifier such athlk ‘every’:

(40)  tharianthGk lOuk thli  meén

durian CLF REL stinky
‘the durian that is smelly’

However, it is not obvious that (40) is actually an instantthe CMC because the interpretation is
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strongly quantificational (i.e. prohibited in existentgntences) regardless of whether the maodifier
is present.

Because strong quantifiers are located in D (sec3idn?, they alternate with B-. As an
instance of D, we expect that likecR thik can either occur with a CP complement or CIfP com-

plements, in which case the modifier in (40) is analyzed aglamet to this CIfP:

(41) DP

|

: N
| Clf t; thii mén
| |
| |

The idea that D is filled with either a quantificational det&ren or with the choice function is
natural under the view of noun phrase interpretations adbiptParteg(19869. Partee argues that
argumental noun phrases have either the type of generajuaattifiers ({e, t), t)) or of individuals
({e)). As DPs are necessarily argumental, we would expect thelmave one of these two types.
While the presence of syntactic elements which gave riseutntificational readings has been
established, we now know how individual-typed noun phrasesaining a classiifer can be derived,
through D¢

To summarize, the referential interpretations charastierof the CMC can be attributed to
a null determiner interpreted as a choice functiopg.[D¢r is endowed with a [uN] feature which
requires that it c-command an accessible NP in addition tedef] feature. The semantics of
choice functions are rich enough to account for the full eaf§CMC interpretations, including the
interpretation of definite and specific indefinite noun phsasvhich vary depending on the feature

setting of f-def]. The [+def] feature licenses ‘one’ deletionalternates with overt quantifica-
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tional determiners such aisUk ‘every.” D¢ can take any complement as long as it is of type).
This analysis predicts thatdp should be able to take bare classifiers as its complemerttacpito
fact. Before the question of why bare classifiers are ungratical is addressed, the following sec-
tion deals with the internal structure of the CMC, and howdooaint for the predicative restriction

on modifiers in the CMC (sectiob.1.2.

5.3.3 The internal structure of the CMC

The analysis of the CMC outlined above had two ingredientse flrst was the null deter-
miner, Dcg. The second was the ability ofdp to take a CP complement, following the analysis
of relative clauses itKayne(1994. The full proposed structure and derivation is providelbe

including the movement of the NP from its position as theesist the classifier:

(42) DP
Diung CP
\
CF A
CIfP; C
/T\ C/\IP
NP, | CIfP C o~
| NG thii ti
N NumP  CIf o
\ " mén

,,,,,,,,,,,,,

NPs could reproject after merger. However, followiagyidou et al.(200)), | take this reprojection
operation to be optional. In fact, reprojection is probahly marked option. Reprojection is unnec-

essary in (42) because the D head, an extended projectionsefriies as the topmost projection.
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In section4.1.2evidence from island violations and weak crossover dematest that Thai
relative clauses involve movement. Sectibt.3provided further evidence for this claim, showing
that idiom reconstruction was available. Evidence was jaitswided from the semantic reconstruc-
tion of deictic modifiers into the clause, arguments bormbivem Bhatt(2002, which specifically
implicated the head-raising analysis of relative clauségse data became relevant again in section
5.2.2to show that deictic modifiers are distinct from the CMC, takevant fact being that deictic
modifiers could not be freely ordered with respect to the CMC.

The examples from sectidn2.2are repeated below:

(43) a. tharianGuk diw thii stk
durian CLF only REL ripe
‘the only durian that’s ripe.’

b. thdrianlGuk réek bonté?
durian cLF first on table
‘the first durian on the table’
We concluded before that because the relative clause mllestfilhve deictic modifier, both cannot
be simply adjoined to the CIfP.
We now have a principled way of accounting for this asymmetviile the modifier is ad-

joined to CIfP, the relative clause, and apparently the gsitjonal phrase (see below), are both

complements of Br:
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(44) DP
D[uN] CP
\
oF /\
CIlfP; c
| /\
| C IP
NP; ‘ ClfP N
’ | thii ti
| /\ P
: CIfP AP meén

Adopting a head-raising analysis for (43) accounts for aditihal facet of its interpretation,
namely that the deictic modifier must be interpreted insitithe relative clause. That is, (43-a)
can be uttered in contexts where there are additional dyrtaurt none are ripe, but not in contexts
where there is only one durian that happens to be ripe.

The reconstruction data from sectidil.3 already points to this conclusion. Specifically,
example(16) of chapter3 shows that not only must the relative head be reconstructiedthe
relative clause, but also that it can be reconstructed irodh&o positions:

(45) botkhwaanthababsutthaajthii nit phlutwaa choomskii khiianchi#ta waa on phases.
paper CLF last  THIl Nitsay WAA Chomskywrite namewAA on phases
‘The last paper that Nit said that Chomsky wrote is “On Phéses

Recall that the two readings are 1) Nit mentioned severaggzapf Chomsky’s and the last one he

mentioned is ‘On Phases’ and 2) Nit claimed that the lastptyae Chomsky wrote is ‘On Phases.’

This duplicateBhatt (2002’s novel argument for head-raising. Because these examptguire
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that the deictic modifier be reconstructed into the relatieeise, they entail that the entineun-
classifier-deixissequence must be part of the relative head rather than giabtim itself. Therefore,
the classifier in these examples is not a projection aboveethtive clause, but originates inside of
it.

Kayne's proposal about D-complementation is usually dagext with relative clauses. How-
ever, he also proposes that possessives and some premigitimases can function as the comple-
ment of D (p. 101-105). For Thai, we can extend the analysithefrelative clause in (45) to
the instances of the CMC in which adjectives, prepositigtahses, and possessives license the
classifier (repeated from examl®):

(46) a. [ppthOrianlOuk [ap m&n-mén  ]] yuu khaan-ndok
durian CLF stinky-REDUP  LOC side-out
‘The smelly durian is outside.’
b. [ppthUrianlOuk [pesspkhdon Nit ]] yuu khaan-ndok
durian CLF Poss Nit  Loc side-out
‘Nit’s durian is outside.’
c. [ppthdrianlOuk[ppbont3? ]] mén maak
durian CLF on table stinkyvery
‘The durian on the table smells really bad.’
Kayne argues that postnominal possessives in English suiofi dohn’'sas well as PPs are the
predicates of an unpronounced®lPhis analysis could be extended to the Thai examples above by
analyzing them as reduced relative clauses.

Because both of these modifiers can occur as main predicéatesmany intervening copula,
possessives and adjectives could be analyzed as reduatdesl
47) a. thariadGuk nan[ap mén-mén ]

durain CLF that  stinky-REDUP
‘That durian really stinks.’

9Kayne’s analysis obf John’sis actually much more complexif is the complementizedohnis the subject, ant
is the internal predicative head which has a copy/traceeféhative head as its complement (p. 102).
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b. tharianlOuk nan[pesspkhdon Nit ]
durain cLF that POSS Nit
‘That durian belongs to Nit.’
However, these elements freely modify nouns as well, anslpnably do not always project clausal
structure. Whether or not they might be reduced relativesela remains an open questidn.
However, there is reason to think that not all modifiers in) @2 reduced relatives. When
they function as predicates, prepositional phrases argbpsives generally require a copula:
(48) a. thariart(yuu) [PP bont3? ]
durian Loc on table
‘The durian is on the table.’
However, the copulglu can be omitted if it occurs in putative small clause envirents,
such as in the complement of the véuden‘see’
(49) phomhénNit (yuu) [ppbont3? ]
I seeNit LOC on table
‘| saw Nit on the table’
The subject of the PP has changed from a common noun to a propeiin (49) in order to exclude
an interpretation where the PP was simply a modifier of theanou
As the locative copula can be omitted in small clauses, ossipitity is that OxF can take
small clauses in addition to relative clauses as its com@terim Thai, illustrated below for a PP

modifier in the CMC:

0] am glossing over some complications involved in the pasiges As Nattaya Piriyawiboon (p.c.) has pointed out,
possessive predicates do require a copula if the subjeninsate.
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(50) DP

A}
thoriangs IGuk ~ bonts?

The small clause structure in (50) is headless, congrughteaily analyses of small clauséogk-
stra 1988 Kayne 1984 Stowell 1981 1983. Modern analyses of small clauses frequently analyze
them as headed by a functional category that must be presemgdiate any predicational relation-
ships, which | followBowers(1993 in labeling PredPAdger and Ramchansee als®003 den
Dikken see alsd2006 Mikkelsensee alsd?2005. This more articulated small clause structure is
shown below:

(51) DP

D[uN] PredP

CIfP[N] Pred

tharian 5 louk prg\pp

A
bont3?

Whether the small clause structure in (50) or (51) is adqpdethll clauses are necessary
to account for the occurrence of PPs in the CMC. Generaliairgg the relative clause and small
clause cases, we can say that the null choice functionatrdieter characteristic of the CMC can
take either a CP or a small-clause complement. In both ctsas N-CIf constituent occurs as the
specifier of this category.

Now recall from sectiorb.1.2that modifiers in the CMC must be interpreted predicatively.

Both the (reduced) relative clause and the small clausgsiagirovide a direct explanation for this
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distinction. Regarding the relative clause analy€@mque (2010 observes that predicative inter-
pretations for modifiers are correlated with specific sytitguositions with remarkable regularity
in a number of languages. He proposes that this observagioie derived by positing (reduced)
relative structures as a source for these positions. Rgstrelative source for these modifiers ac-
counts for their predicative readings because structrdde modifiers are analyzed as the main
predicate of the embedded relative clause. Thus, by amglykhe modifiers following the classifier
in the CMC as (reduced) relative clauses, their predicatitexpretation follows directly.

The small clause analysis ((50) or (51)) also provides actlimecount for the predicative
interpretation of modifiers in the CMC because ‘true’ smédluses are associated with predica-
tion (Bowers 1993Rothstein 199 Furthermore, predicative small clauses are structudiditinct
from non-predicative small clauses, as attested by thdiawer in both wh-extraction — only
predicative small clauses are not islands — and in the biigtan of the copula — only optional
in predicative small clauseslén Dikken 2006Moro 1997 200Q Rothstein 1995 The idea that
small clauses can occur noun phrase internally is commoaptnd has been used to account for
phenomena as diverse as predicate inverstmnfer 1998den Dikken 1998den Dikken and Sing-
hapreecha 2004len Dikken 200§ basic nominal modificatiorden Dikken 200§ and determiner
spreading in GreekGampos and Stavrou 200annidou and den Dikken 20p9Many of these
analyses assume that the small clause is the complementWwhile | take issue with their anal-
yses of predicate inversion in Thai in sectiéd, the DP-internal small clause structure for Thai
proposed bylen Dikken and Singhapreect2004) is an obvious predecessor for the structure | am
proposing here, though they do not propose that the smaitelés necessarily selected by a null
determiner.

We must conclude that in the relevant environments, bothl faases and relative clauses
are interpreted as typé,t). | outlined an analysis of relative clauses in chaptexhere they

combine with their noun by Predicate Maodification, whictensiects a derived NP property with the
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relative clause property. When the NP projects, the intéeseproperty can be shifted back into a
kind via the property-to-kind operator ‘up’ (secti@rl.l). When the CP projects, however, no shift
takes place, and the resultant intersected property itedHid an referential type bydp:

(52) a. tharianGukthii __ meén
durian CLF REL smelly
‘the durian that is smelly’

b. DP
%
Dcr CP
e, 1‘t>7 € (e, 1)
CF
CIfP; c

(e, t) (e, t)
—_—

thariangy louk  thiit; meén

c. () [C]= Az[smellyz)]
(i) [[CIfP]] = Az[“DURIAN(z) A par(z) = 1]
(i) [[CP]] = Az[“DURIAN(z) A par(z) =1 A smelly(z)] (by Pred. Mod.)
() [D] = AP.fu il P]
(v) [[DP]l = fuwi[Ax[“DURIAN(z) A par(x) = 1 A smelly(x)]]
(vi) Paraphrase: A certain durian chosen by the functierin circumstanc€w, i)
from the set ofr such thatz is a durian and: is an atom and: is smelly.

In (52) the CIfP is interpreted in [Spec, CP] and then intetess with the C In cases of
reconstruction, the head noun must be interpreted insidieeo€P, and some variable inside of it
must be bound by the operator in C, resulting in a propertyHafsey and Sauerland 2006

Instances of the CMC involving small clauses, such as theances involving PP modifiers,
also are of typée, t) when they function as the complement afd Assuming the simple structure
in (50), small clauses in the CMC consist of two components, a paggliof typele, t), and a
CIfP, also of typele, t). Due to the type mismatch, these two constituents are g by set

intersection. The small clause as a whole, also of type), is the restriction of the null determiner:
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(53) a. thariantuk bonté?
durian CLF on table
‘the durian on the table’

b. DP
/@\
Dcr SC
e, 7‘5% e) (e, 1)
CF
CIfP; PP
(e, t) (e, t)

A’
thariangs luk ~ bonto?

c. () [PHF] = Az[on.the.tablér)]
(i) [[CIfP]] = Az[“DURIAN(z) A par(z) = 1]
(i) [[SC|| = Az[“DURIAN(z) A par(xz) =1 A on.the.tablézr)]  (by Pred. Mod.)
(V) [D]] = AP.fu, [ P]
(V) [DP] = fw,ilAz[“DURIAN(z) A piar(z) = 1 A on.the.tablézr)]]
(vi) Paraphrase: The functioor in context(w, i) which chooses a member from
the set ofr such that:z is a durian and: contains 1 atom and is on the table.

The semantics in (53) can be modified to account for the exad projection in the more articulated
structure in(51). There, Pred itself would have the type of a property, andi@oenwith the CIfP
head by PM!

To review, | proposed that the modifier in the CMC is the com@at of D-r. The strongest
piece of evidence for this claim is the observation thattaeimodifiers can be interpreted inside
of the CP. | also proposed that other modifiers, such as pitepes phrases, might be predicates
of small clauses, entailing that small clauses, too, caotfoim as the complement ofdp. Both of

these structures are interpreted as properties, and thuesagsuitable complements tgp

"These cases differ from small clause complements of vertimirthe latter have argument-typed subject, and thus
are interpreted as propositions. Because DP-internall siiaaises have property-typed subjects, they are intexgret
instead by PM and can serve as the restriction to a highenmamguiforming operator.
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5.3.4 Economy and bare classifiers

At this point | have established a structure for the CMC tleaioants for several of its key
properties. These properties include 1) the referentiafithe CMC, accounted for by B, 2) the
association of this interpretation with modification, ascted for by the proposal thatd takes
a small clause or CP as its complement, a proposal that atemated for 3) the observation that
modifiers in the CMC must be interpreted predicatively.

However, a central problem posed by the CMC remains a mystenwyw does the maodifier
in the CMC license the classifier? The first step towards my@sed solution is the structural
distinction between bare CIfPs that function as the extdread of a relative clause or small clause
in the CMC (54-b,d), and those that serve as the direct camgté of D (54-c), which is the

structure we expect for the ungrammatical null CIfP in (54-a

(54) a. *thdrianlGuk
durian CLF

b. tharianlGuk thli mén

durian CLF REL stinky
‘the durian that is smelly’

c DP d. DP
Diung CIfP
‘ /\ D[uN]
|

cp
“F NP cifP i
| TN

N NumP  CIf CIfP; c
thu‘rian | Cf\
b AA. —
Nl‘Jm | j NP, Cifp thii ¢; mén
o louk lll TN
NumP CIf’
| | N

thirian  Nym  CIf ¢,
|
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Rather than accounting for the ungrammaticality (54-a)swmlation, we now confront the more
specific task of explaining the contrast in grammaticalgyween (54-c) and (54-d).

Similar problems have been noted elsewh&ayne(1994 observes that Englisbtneand the
French pronominal clitic seridai/eux/elle/ellesm.sG/M.PL/F.SG/F.PL" have a similar distribution,
in that their occurrence after a determiner is licensed amihe presence of a relative clause or

other modifier*?

(56) a. *Johnremembers the orlés.
b. John remembers the ones he had last night. (“*dreams”)

c. John remembers the ones of his youth. Kayne 1994 p. 103)

(57) a. *Jearma vu celui.
Jearhasseencelui

b. celuienvoyéa Jean
celuisent toJean
‘the one sent to Jean’

c. celuideJean
celuiof Jean
‘the one of Jean’ (='Jean’s’)

d. celui-ci
celurhere
‘the one here’ (Kayne 1994p. 100-102)

12K ayne argues for an analysis of the following examples ing a proper noun (frorergnaud 1974p. 265) along
similar lines:

(55) a. *the Paris
b.  the Paris that | knew
c.  the Paris of my youth (Kayne 1994p. 103)

Unlike the cases if56), (57), and Thai bare classifiers, the proper n&amis can function as a bare argument without

a determiner. A semantic explanation for the contrast ir) (&5 been proposed which does not require an appeal to
the distinction between D-NP and D-CP structures based eid#a that when a proper noun is modified, it has to be
type-shifted to combine with the modifier, and as a resulhisf type-shifting requires a determin&grtner 2004

BKayne does not observe this point, libe one(s)is allowed in certain environments where there seems to be a
contextually supplied restrictor, e.gou are the ONE(SHuch examples must be pronounced with focusma
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While Kayne does not provide an explanation for the ungratival#ty of (56-a) and (57-a), he
observes that structures where the relative CP is the conepleof D allows a restatement of the
ungrammaticality of (56-a) and (57-a) as a prohibition agaihe noun —eneor lui — occurring
as the sister of B%

Returning to Thai, we can account for the contras{5d) by appealing to a principle that
rules out the ability of CIfPs to occur as complements gf,esulting in a bare CIfP. One way
to think of this principle is in terms of competition. But wihexe bare CIfPs competing with? If
they occurred, bare CIfPs would be interpreted as defindesargular. As we have already seen in
chapter 3, definite interpretations are independentlylaai with bare nouns in Thai:

(58)  tharian(ytu khaan-n5ok)

durian coP.LOC side-out

‘The durian(s) is/are outside.’
Thus, perhaps bare classifiers are prohibited because theyn @ompetition with definite bare
nouns.

To clarify, the following example places the structure d)(along with the contrast i(b64),

giving us the following paradigm for definite DPs in Thai:

(59 a  [pN]
b. *[pp Dce [cip NP & CIf]]

C. [oPDcelcrlcip NP CIf] [ ... ]l

Some principle is needed that prefers (59-a) to (59-b) buta(b9-c), accounting for definite bare
nouns ruling out bare classifiers but not instances of the CMi@ principle of grammar must pe-

nalize useless structure. | do not include cases where GgRtiitself occur as an argument, without

!Kayne notes an additional case with a similar distributlosh té, citing McCloskey(1979 p. 39). In a discussion
of Dutch relative clauseZwart (2000 likewise notes that the monomorphenaicall,’ in contrast to the inflectedlles
can only occur as the head of a relative clause.
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the null determiner. uch cases are ruled out because thetype bare CIfP is not compatible with
argument position$

Chierchia(1998 p. 93) proposes that a structural economy condition caermhtes the
choice between bare nouns, taken as bare NPs, and artiochessguences, which are presumed
to correspond to a higher DP projection (see d@a$kovic 1997 Chomsky 1995 Rizzi 1997
Bresnan 2001or the general notions of structural economy). Chierchhappses that this constraint

regulates the choice of bare nouns in generic environmerisglish:

(60) a. (*The) dogs bark.

b. (*The) dogs are common. Chierchia 1998p. 393)

Because English bare plurals can have kind meanings, derikie kind meaning by using the def-
inite article, which allows taxonomic kind-level referenfor, e.g. definite singulars, is prohibited.
Thus, generic bare plurals block generic plurals with defimarkers in English®

Chierchia’s version of Avoid Structure simply states thaet-shifting operations should be

applied as early as possible. That is not quite sufficienbopurposes, as the method of achieving

'5Because the bare CIfP is of tyde, ), we might wonder why it cannot occur in positions where weeexppred-
icate nominals, given that its type does seem appropriateuith environments. However, as Gennaro Chierchia (p.c.)
suggests, predicate nominals generally must have the fbmgrammatical argumental noun phrase. Otherwise, there
would be no explanation for the inability of English bareggitars to occur in predicate positions, given that barewudarg
nouns have the appropriate type, i*dghn is librarian (cf. Stowell 199). Therefore, | do not consider the fact that bare
CIfPs do not occur in predicate position to be a major prodi@nmy proposal.

SFor a different approach, s@&ayal (2004, who points out that definite singulars might allow kindeiriretations
based on the taxonomic reading of the noun (i.e. this dogs=kihd of dog). Dayal also observes that German differs
from English, as German allows generic interpretationdfuth bare plurals and definite plurals. Dayal, who does not
invoke structural economy for these cases, accounts foopkienality of the definite article in German generics by
claiming that German definite articles can have either defimi kind (=) interpretations.

An important difference between German and Thai, howesedhat for Thai the larger structure, the bare classifier,
has a subset of the interpretations of the smaller structiveebare noun. That is, while the bare classifier in Thaiatoul
only be interpreted as definite, the bare noun can be integpi@Es either definite or generic. In German, on the other
hand, it is the larger structure with the definite articlet tdbows either generic or definite interpretations, anduah the
smaller structure represents only a subset of the intexjiwes available to the larger structure. In this case, toa@my
condition in(61) could be further restricted to cases where not only doesnttadlexr structure allow the interpretation of
the larger structure, but also the larger structure is mpeeific, having a proper subset of the interpretations abhglto
the smaller structure, as is the case in Thai.
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definite interpretations from bare nouns — saturation ofwioeld argument of the kind — is

different from the method of achieving definite interprietias for the bare classifier, which involves
the null, choice functional determiner. Instead, | defiredhonomy condition globally, applying to
two structures which have identical interpretations, defias mutual entailment or biconditionality.
Moreover, we want to restrict the condition, for reasons donfade clear, to apply only to two

phrases for which one is a projections of the other:

(61)  Avoid Structure

a. Given some measure of syntactic structurgXP)

b. If XP is a projection of YP or YP is a projection of XP,
c. and[XP] < [[YP]],

d. andus(XP) < us(YP),

e. then XP blocks YP, and *YP

As defined above, Avoid Structure applies to two maximalgutipns, one of which must be the
extended projection of the other. The condition states ifhilie two projections have the same
interpretation, the smaller interpretatiblocksthe larger interpretation, which is rendered ungram-
matical. | leave open the question of how structure shoulthbasured by the, function. One
definition which suffices for our purposes is in terms of maiprojections in a projection line.
This measuring algorithm may be definable in a way which wsulassume the independent projec-
tion criterion.

Avoid Structure accounts for the Thai paradigm(59). Because the NP is structurally
smaller than the CIfP in Tha{59-a)blocks (59-b) in contexts with only one individual, the only

ones where the comparison is relevant. In cases of the CM@g\ras, the CIfP is not the direct

17See chapter 3 for a discussion of the definite interpretatidrare NPs, along withierchia(1998; Dayal (2004;
Piriyawiboon(2010; andTrinh (2010.
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complement of D, thus, the DP is not a projection of the ClffherNP. In this case, NPs and DPs
with the CMC do not satisfy the conditions for applicationfwfoid Structure. This proposal also
provides an explanation of the English cases in #60).

Avoid Structure also accounts for the more complex paradigvolving modified noun
phrases introduced at the beginning of secBdh?2 It might seem at first that because bare nouns
block bare classifiers, modified bare nouns (64-a) must hioc#ified bare classifiers (64-b), ef-
fectively blocking the CMC, which would be a problem. Anatipeoblem is that if modification is
sufficient to alleviate the blocking effect of Avoid Strumuit is unclear why modifiers must follow
the classifier in order to license it. That is, an explanabased on Avoid Structure initially seems

to predict that (64-c) is grammatical, contrary to fact.

(64) a. thariaqcpthili mén |
durian REL stinky
‘durian(s) that is/are smelly’

b. thlrianlGuk [cpthii mén ]
durian CLF REL stinky
‘the durian that is smelly’

*thOrian[cpthli mén ] l0uk
durian REL stinky CLF

o

However, upon closer examination, Avoid Structure doesast make the correct predictions in

18]t does seem that the restriction on definite bare plurald ténms is alleviated by the presence of relatives and other
modifiers in English:

(62) a. (?)The pandas are going extinct.

b.  The pandas of China are going extinct.
c. *Pandas of China are going extinct.
(63) a. *The gold is getting more expensive.
b.  The gold that we use to make jewelry is getting more expensi

*Gold that we use to make jewelry is getting more expensive

o

If such structures are derived from D-complementation, agrn€ suggests, they confirm the predictions of the proposed
analysis. Some speakers interestingly found kind refererith definite plurals allowable in (62-a), making Engligtel
German for those speakers.
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each case, and moreover provides an explanation for thermmgaticality of (64-c).

A structural analysis of these examples is provided below:

(65) a. Raising structure for (64-a) b. Adjunction structure for (64-a)
DP NP
/\ /\
D CP NP CP
\ —
CF NP/\C/ N thiimén
| —_— )
N thii mén durian
|
durian
c. Raising structure for (64-b) d. Adjunction structure for (64-c)
DP DP
? CP D CifP
|
CF /\
ClfP o cF
—_ NP; ClfP
durian@ 1Guk thii mén /\ /\
NP CP NumP CIf’

\ S

N thiimén & C‘lf t

\ N
durian [Ouk

In (66) | have provided an analysis of (64-a) both in termsaatdiraising (65-a) and right adjunction
(or reprojection) (65-b). | assume the raising analysistifier CMC as outlined in the previous
section (65-c). | do not provide a raising analysis of re&tilauses in (64-c), however, because the
position of the classifier after the relative clause is nahpatible with a structure where the CP is
the complement of D. Thus, | only provided an adjunction gsialof the relative clause for this
example (65-d).

These structures all receive the same interpretation imgegbcontaining a single smelly
durian. Let us see how Avoid Structure accounts for thesescaBirst, neither (65-a) nor (65-b)

blocks (65-c), because the CIfP relative head in [Spec, GR$5-C) is interpreted as an atomic
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property (cf.(53-c-ii)), while the NP relative head in (65-a) is interpreted as d kirat is shifted to

a non-atomic property at the point where it combines withGlRe(cf. exampl€28) of chapter4).
The adjunction structure in (65-b) does not block (65-c)dose the NP in (65-b) does not project
the determiner in (65-c). On the other hand, (65dbgsblock the structure in (65-d) where the
classifier follows the relative clause, because the DP irdj65 a projection of the NP in (65-b).
This account provides an analysis for the ungrammaticality64-c). Thus, the pattern in (64)
follows directly from the requirement that two structuressinbe projections of each other in order
for blocking to apply.

Another interesting consequence of Avoid Structure is thatay provide an account of
why deictic modifiers license classifiers (secti®® and5.2.2. Unlike the cases of the CMC
above, deictic modifiers are not predicative, and they theisialikely candidates for heading clausal
complements of D. However, in most contexts classifiers bligatory with deictic modifiers. The
occurrence of classifiers is expected if deictic modifieesiaterpreted by applying an index to a
particular instance of a kind, an instance which is only asit¥e by accessing the atomic denotation
made available by the classifier. Thus, deictic modifiersnlse classifiers because they are only
interpretable with classifier, and no structurally smadiempetitor is availablé?

Avoid Structure is a transderivational or global economgdition, applying at the interface
between syntax and phonology. That is to say, in order foridh&iructure to apply we must
establish some set of projections, a reference set, for ansgm. While such global constraints are
controversial (e.gMuller and Sternefeld 19965ternefeld 1996Collins 1997 Chomsky 1998
they are frequently adopted (eBpbaljik and Wurmbrand 200&Reinhart 200§ and by Optimality
Theoretic approaches to syntax and morphology é&cgema and Neeleman 2001

To avoid overgeneration, Avoid Structure must be subjefitimer constraints, additionally

19As noted in sectiord.5, demonstratives do occur without classifiers, though initéichcontexts and only with inan-
imate nouns. It is unclear how to reconcile this fact with pineposal here, or whether demonstratives with or without
classifiers are ever available in overlapping contexts.
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limiting the computational power necessary for it to applgr example, Avoid Structure is likely re-
stricted to comparing structures within phase boundani¢isd phase-based model of cyclic transfer
to the interfaces o€homsky(2001). This addition could be accomplished without any machirifer
Avoid Structure was applied at the transfer of syntax to RtetAer condition on Avoid Structure is
that it be restricted to comparing derivations that diffettieir functional numeration. This analysis
necessitates the claim that the null ‘one’ licensed by #asdf] D is part of the functional numer-
ation, as are classifiers and D heads; these elements mayséxtha available noun-phrase-internal
functional heads in Thai.

The analysis of the CMC in Thai can also be extended to theigfnghd French cases dis-
cussed at the beginning of the section: Freoelni and Englisithe oneare ungrammatical in argu-
ment positions because, like Thai bare classifiers, theyar@mpetition with syntactically smaller
structures. In both languages, these forms are pronounss, ¢&lui as an argument, which has
the structure in (66-a), is blocked by pronouns or clitichjol project D directly (66-b), following
Postal(1969:

(66) a. *[bpce [nplui ]]
this  him

b. [ppilllui/le= ]
he/him/3sG.mM=

Likewise, Englisithe one(s)s blocked by whatever pronoun is appropriate:

(67) a. *[ppthe [vpone]]

b. [pp he/shelitétc. |

Thatcelui andthe onecompete with pronouns follows from their lack of lexical temt, like pro-
nouns (pace ellipsis analyses), and satisfy the synonymgition on the application of Avoid

Structure. As with Thai CIfPdui (and other non-nominative pronouns in French) and Engligh
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do not compete with pronouns when they occur as relative heafiSpec,CP] because they do
not occur in the same projection as their selecting defintiel@ in these case®. In conclusion,
then, Avoid Structure can account not only for the absendmagd CIfP arguments in Thai, but also
similar paradigms in French, and Engligh.

The analysis of Thai | provided in this section relies on thecial claim that bare CIfPs in
Thai are in competition with bare nouns in Thai because batm# in Thai can be interpreted as
definite. This clearly predicts that if a language allowseb@HPs (and several do) and also allows
bare nominal arguments, that they should not have overgpgses. In the following section | will
try to show that this is correct. Another question raisedhy proposal is the extent to which the
CMC, or some variant thereof, might be present in classifirgliages besides Thai. These issues

of variation are the topic of the next section.

5.4 Classifiers Across Languages

In the previous section | argued that bare classifiers cavcmir as the complement ofdp
in Thai is due to an economy principle which prefers definiégebnouns. Yet many classifier

languageslo allow definite bare classifiers in argument positions. Taisn examines why these

20This analysis obnemakes the strong prediction that wheneweeoccurs with a relative clause, the relative clause
must be analyzed with the raising analysis. The followingteece seems problematic for this claim:

(68) | saw the one of Johrhat he didn’t want me to. (one=picture)

This may not a problem for the proposed account because ¢isemqee of the complemeot Johnalleviates the com-
petition with the pronoun, because pronouns cannot takeleonents (it of Johr). Thus, a matching structure would
be allowed in (68), potentially accounting for the absenica Gondition C violation in this case, though this could also
follow from the claim that it is the higher copy of the relailiead that is interpreted.

2IThe parallel between English/French and Thai raises aduittteresting possibility for the analysis of bare nouns
which | will not be able to consider here, namely that barensdu classifier languages like Thai can themselves contain
[+def] features and thus be inserted into the D positionchitgy the larger structures in exact parallel with the Frenc
and English cases above. Such a proposal is reminiscent @fahish paradigm discussedHiankamer and Mikkelsen
(2002 2005 where definite marking on N blocks an overt article, but anlthe absence of a modifier. This idea might
be able to reconcile some of the more semantically-driveecets of my proposal with theories in which arguments are
universally tied to the D projection, such lagngobardi(2005.
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languages might differ from Thai and the general distrioutf null D in each language.
In section5.4.11 examine several languages which allow definite bare d¢lassiand try
to show that these languages often lack access to definiterimams, a fact that follows from
Avoid Structure. An explanation for the difference betwésmavailability of definite bare nouns is
provided based on differences in whether languages haessitethe rule of Semantic Restriction.
In section5.4.21 argue that the definite interpretation of bare CIfPs in #mglages that allow
them are due to the presence of a nul-DI demonstrate that these languages allow constructions
putatively similar to the Thai CMC, as would be expected.sbatonsider the question of whether
languages which do not allow definite bare CIfPs, such as siamdmight also have a null . |
demonstrate that differences in the specificity of Mandadnn phrases depend on whether relative
clauses precede or follow the classifier. Though the paisetire opposite of the one in Thai, it can

be accounted for by appealing to a nut

5.4.1 Definiteness, bare nouns, and bare classifiers

Unlike Thai, many classifier languages allow bare classifieroccur in argument positions,

where they are interpreted as definite:

(69) Zek gausoenggwo maalou
CLF dogwant crossroad
‘The dog wants to cross the road.’ (CantongSkeng and Sybesma 2Q05. 24a)

(70)  Conchothichan thit

CLF doglike eatmeat
‘The dog likes to eat meat.’ (Viethamese: Mon-Khm&rinh 201Q ex. 31b)

(71) Mas tus tsov txawmya ceev-ceelos
ThencLF tigerthen fly swifty come
‘Then the tiger arrived swiftly.’ (White Hmong: Hmong-MigBisang 1993ex. 43)
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(72)

(73)

(74)

(75)

(76)

In the following section | will argue that the bare classifierall of these languages has a null

G pgao-ndoy ma ca"w nday lau.
CLF boat-wood thenreally float EMPH.
‘The wood ship really did float! (Green Hmong: Hmong-Midtyman 1979 p. 49)

tud nfu®
CL.AUG.SG.DEF OX
‘the ox'?? (Weining Ahmao: Hmong-Mielerner and Bisang 2016x. 13a)

tua? pya! ka* li®
CLF fish get.stuckfish.dam
‘The fish got stuck in the fish dam. ..’ (Yay: Kradatjudak 1991ap. 631)

leotd mé da ta po
thencLF wife scoldcLF husband
‘Then the wife scolded her husband.’ (Nung: Krad8&gul and Wilson 198(. 26)

luuy? surmo® sok  tin?.
CLF shirt shrankshort.
‘The shirt shrank. (Lungming Tai; KradaiHudak 1991bp. 862)

determiner which can take the CIfP as its complement, thetesteucture which was blocked in

Thai. Initially, this seems to be a problem for the Avoid 8tuue-based account of Thai.

order is neither a necessary nor sufficient condition favahg bare CIfPs. Southern Min never

While classifiers precede nouns in the languages abovekeumtiai, classifier-nounword

allows bare CIfPs despite having classifiers precede nouns:

(77)

*Jia gaube lim zhui.

CLF dogwantdrink water
‘The dog wants to drink water.’ (intended) (S. Min: Sino-&ibn,Cheng and Sybesma

2005 ex. 20b)

22CJassifiers in Weining Ahmao are inflectional. See below fscdssion of theEF feature on the classifier.
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This demonstrates that havictassifier-nourword order is not a sufficient condition to allow bare
ClfPs.

Itis also not the case that every instance of a language aith GIfPs has thelassifier-noun
word order. For example, Bangla generally hasber-classifier-nouword order, and allows bare
ClfPs. However, when classifiers are bare, NP raising igyatiiry?® resulting innoun-classifier
word order and a definite interpretation:

(78) a. du-jon chele

two-CLF boy
‘two boys’

b. chele-TaaSBe
boy-cLF come.will
‘The boy will come.’ (Bangla:Indo-EuropeaBhattacharya 20QEx. 9a,8a)
Bangla shows that bare CIfPs do not requikassifier-nounword order?* As this is the case, there
must be another reason why these languages allow bardfielapbrases and Thai does not.

The economy-based account from secBoB4predicts that a language will allow bare CIfPs
as long as they are not blocked by definite NPs. If they didnatlefinite NPs, Avoid Structure
would predict that these NPs would block definite CIfPs. Wliile available data about possible
interpretations of bare nouns for each of the languagewialipbare CIfPs is not complete, there is

good evidence that these languages do not allow true defitgigretations for bare nouns.

23pDayal (2010 demonstrates with evidence from adjectives that nounlatisment is due to NP movement, rather
than head movement, as claimedBiyattacharyg2001).

24There is still a stable generalization, unexceptional ininfigrmal survey of classifier languages, that if a language
allows bare classifiers productively with a definite intetption, then that language hasmber-classifier-nouas the
basic order of constituents within the DP. | do not know howchito make of this generalization, however. The languages
listed above are by and large spoken in the same generalt®piradt of Northern Vietham/Southeast China, and while
their genetic affiliation is quite diverse, their structis@therwise similar. 1 would not be surprised if some of tlitesto-
Burman languages spoken in Yunan province of China and itheastern Burma/Myanmar, and northern Thailand —
languages which generally hameun-number-classifieword order like Thai — turned out to allow bare classifiershwit
definite interpretations. The linguistic diversity in tipiart of the world is extremely rich and these languages anesly
described. Relevant is the case of ¥iang and Hu 200Qwhich has the Thai word order but also seems to have a definit
article. Yiis discussed further in sectiém.2
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The data is clearest in the case of Canton€¢®ng and Sybesn{d005 survey four dialects
of Chinese. Of these four, only Cantonese allows bare &kassio receive definite interpretations
(see(69)).2° Corresponding to this difference is the observation thatétNPs cannot be interpreted
as definite: they can receive only a generic and an indefiadding” (p. 269). They provide the

following examples:

(79) a. Wufeiheoimaaisyu.
Wufeigo buy book
‘Wufei went to buy a book/books.’

b. *Wufeijam-jyun tong la.
Wufei drink-finish soupsFp
‘Wufei finished drinking the soup.’ (intended) (CantoneShbeng and Sybesma

1999 ex. 22a-b)

In (79-a), the object can be interpreted as indefinite or ggnand that is the only available inter-
pretation of the sentence. Example (79-b) is different & the verb is marked as perfective, which
is more natural with a definite object. However, since thelvexun cannot be interpreted as defi-
nite, this sentence is ungrammatical. Thus, the avaitghifi definite bare classifiers in Cantonese
can be made to follow directly from the observation that tla@t©nese does not allow definite bare
nouns.

Dayal (2010 observes that Bangla bare nouns and classifiers have tlesisampretive prop-
erties as those in Cantonese. While bare classifiers mustdrmpiieted as definite (s€é8)), bare
nouns must be interpreted as indefinite or generic (80-a)cannot be used when a noun phrase is

making reference to a particular individual (80-b):

(80) a. amiei rastay kal rate garedekhechilam
| thisroad+ioc yesterdaynightcar saw

25\Wu Chinese allows bare classifiers to receive definite intgagions if there is a certain tonal mutation on the classi-
fier. | take this mutation to be indicative of the presence il determiner. See below.
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‘I saw a car/cars on this road last night.’

b. *chatro oddhapOk-dekOtha bolche
studentprofessor-CL talking
‘Althe/some student is/students are talking to the praigsgntended) (Bangla,

Dayal 2010 ex. 20a, 23e)

Again, the availability of the bare classifier is correlateith the unavailability of a definite bare
noun.

Another case where the availability of a bare classifier (88} corresponds to the unavail-
ability of a definite bare noun is Vietnamese, though withtvéenese the literature is less clear-cut.
According toTrinh (2010, a bare noun in subject position cannot have a definitegreéation.

Thus, (81) can only be interpreted as a generic statement dbgs:

(81) Chothichan thit.

dog like eatmeat

‘Dogs/*The dog(s) like(s) to eat meat.’ (Vietname$enh 201Q ex. 31a)
This example indicates that Viethamese behaves like Castoand Bangla with respect to the un-
availability of definite interpretations for bare nouns. wéwer, in his dissertation on Viethamese
DPs,Nguyen(20049) indicates that bare nouns in Vietnamese can in fact be asaefinite environ-
ments: “a bare noun in Vietnamese can refer to one or moredaharmntity, and to either a definite

or indefinite individual. .. [sid® (p. 1).27 | take these definite interpretations of common bare

nouns in Viethamese to be indexical, similar to proper narBesh uses are generally restricted to

26pefiniteness is not a property of individuals, which are dirmuclear entities in a model, but rather noun phrases or
DPs.

2"Nguyen also points out that bare classifiers in Vietnamesst mt necessarily be interpreted as definite in object
position:

(82) Toimuonmuacai ban.
I want buy cLFtable
‘l want to buy a/the table. (ViethameseNguyen 2004p. 19)
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animate or human nouns. Thus, in a context where ‘dog’ is malicho ‘dog’ might be used as

the nameof the dog in general (Tue Trinh, p.c.). To use definite banensdn Vietnamese, then,
the context must not only contain a unique and familiar grititwhich the noun can refer but the
further condition that a particular noun has been estadigts the name for a specific individual in

the world. In the absence of such a condition, the bare fieisseems necessary, as the following

examples show:

(83) a. Toico motcon chova motcon meo.
| haveone cLF dogandone CLF cat
‘l have a dog and a cat.’

b. Moi khi concholai gan con meothicon meolai quao no.
Everytime CcLF dogcomenearCLF cat be CLF cat thenscratchit.
‘Every time the dog comes near the cat then the cat scratthes i  (Viethamese,

Nguyen 2004p. 19)

While she does not offer a detailed characterization of bates,Lobel (2000 points to several
cases where bare nouns are interpreted as definite whichtsegimed light on this issue. Lobel
notes that bare noun phrases which make reference to masiraelque entities are interpreted as

definite, and that they cannot occur with classifiers whey tiaee this meaning (84):

(84) a. vuaTau
king China
‘the king of China’

b. me toi
motherl
‘my mother’

c. troixanh
sky to.be.blue

If the null determiner which selects the classifier is intetpd as a choice function, the alternation between definite
indefinite in certain positions is not entirely surprisimggven that the choice function itself can be existentiallysed.
The restriction of indefinite interpretations of bare cifisss to object position might be due to Existential Closwithin
the VP, in accordance with the Mapping Hypothesi®adsing(1992h).
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‘the sky is blue’ (Vietnamesd,obel 2000 ex. 6.16)

Thus, | take the restricted availability of definite intexfations for bare nouns in Vietnamese to be
a separate phenomenon from the general availability of itefimterpretations for bare nouns in
Thai and Min. Still, it is unclear whether there are contextere there is free alternation between
definite bare classifiers and definite bare nouns, which woeldroblematic from the view being
proposed.

Hmong languages provide a final case where definite bare ramehbare classifiers seem to
in complementary distributioff Gerner and Bisan(2010 observe that “[Hmong] languages differ
from other isolating languages of the area (such as Chinel<arn-Tai languages) with respect to
the use of bare nouns. In (Hmong) languages, bare nounsslveag a non-referential reading and
cannot be used to refer to an entity in the physical worldh. [HHmong] languages, since bare nouns
are non-referentiathey may convey neither a definite nor an indefinite readifmy.587, emphasis
addedf® The ability of bare classifiers to mark definiteness in Hmamnglages (se@1)-(73))
follows from this observation via Avoid Structure.

The particular Hmong language which Gerner and Bisang ameecoed with is Weining
Ahmao, whose classifiers have a startling property: infbactClassifiers in Weining Ahmao inflect
for definite vs. indefinite, singular vs. plural, and augnaéwé vs. diminutive. Without dwelling
on this system in detail, the inflectional categories on thssifier in this language can be seen as
originating from a higher B head, though they are marked on the classifier. | take thenatten

in definiteness to be the overt manifestation of thel¢f] features which were proposed fogn

28Hmong-Mien and Miao-Yao are interchangeable names forahguage family in question, the latter being the
Chinese term. | will continue to use Hmong below, because ithé more familiar designation for these people and
languages in the west, and despite the fact@®mer and Bisan(?008 2010 use the term Miao.

29(Gerner and Bisang 201@nake the strong claim that in contrast to Hmong languadjeShinese and (Tai-)Kradai
languages allow definite and indefinite interpretations afebnouns. Their only citation to support this claim is for
Mandarin, based ohi and Thompson1981). Given thatCheng and Sybesm@d999 have shown that Cantonese is
different from Mandarin with regard to the interpretatidrbare nouns, it is best to regard this latter claim of Germer a
Bisang with circumspection.
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section5.3.2 though it is not clear if these ‘indefinites’ are specificroetindefinites.

We have seen that Cantonese, Bangla, Viethamese, and Hamoggabes all freely allow
definite bare classifiers but do not (freely) allow definiteebaouns. What is still uncertain is the
status of bare nouns in the Kradai languages which allow ddassifiers, including Lungming Tai,
Nung, and Yay. Extant descriptions of these languages a&tetsk and the status of bare nouns
and classifiers can most reliably be ascertained by exagieixts. This is not the place for such
an investigation, but a brief survey proved promising. Bamaple, in the Yay stories contained
in Hudak (19913, classifiers are used for definite and possessive DPs, ancbasistently used
once a particular referent has been introduced, with thabt@texception of nouns which denote
contextually unique humans, such as kings, chieftains,panents, which could constitute proper
noun uses.

To summarize the findings of this section so far, we have de®ron one hand if a language
allows definite bare nouns, it will not allow definite baressldiers, as is the case in Thai and
Min Chinese. Other languages which fall into this group el Mandarir® Japanese, Korean,
Burmese, and Indonesian, among many others. On the othdy thenavailability of definite bare
classifiers is correlated with the unavailability of defériiare nouns, as we saw above for Cantonese,
Bangla, Viethamese, and Hmong. Because the availabiliye@hite CIfPs is contingent on the
availability of definite NPs due to Avoid Structure, the diffnce between these two groups of
languages must be phrased as a difference in the avayadfildefinite bare nouns.

In section3.1.2| argued that the definite interpretations of bare nounsaasifier languages

might simply follow from the application of Situation Rdstion, which provides a situation/world-

30Unlike Min and Thai, Mandarin allows bare classifiers in @bjposition, though they always receive an indefinite
interpretation thereCheng and Sybesn{a999 argue that the indefinite interpretation of bare classfieobject position
in Mandarin corresponds to the presence of a null Riiead, which Cheng and Sybesma associate with indefiniteness
Cheng and Sybesma argue that the restriction of Mandari ddassifiers to object position is an effect of the Empty
Category PrincipleChomsky 198}, following in spirit the analysis of Italian indefinite kmnouns of.ongobardi(1994).
Under the analysis proposed above, this fact about Mangasimprising, as Avoid Structure should block indefinitesba
classifiers in Mandarin in favor of indefinite bare nouns. Haes further investigation will reveal subtle differendes
meaning between indefinite bare nouns and indefinite bassifixs in Mandarin.
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time variable to the intensional meaning of the bare nousyltieg in its extension at that index.
The unavailability of definite interpretations in many dlifigr languages indicates that Situation
Restriction might not be uniformly available in every cifiss language. In those languages where
Situation Restriction is not available, bare nouns wouldniverpretable as definite noun phrases,
but would be forced to project a classifier which would in tgemve as the restriction to a choice
function. Thus, by positing variation in the availability Situation Restriction in conjunction with
Avoid Structure, we can account for the complementarity effrite bare nouns and definite bare
classifiers in the two groups of classifier languages.

In addition to these two groups, however, there are clas&iiguages which apparently al-
low both overt definiteness above CIfP as well as admittirfignide bare nouns. These languages
include Wu ChineseCGheng and Sybesma 200&nd Yi, or Nuosu, a Lolo-Burmese language spo-
ken in southern Sichuan and northern Yunndiartg and Hu 2000 In Wu definite marking is
accomplished by a tone-sandhi process on the classifi#ft itgd@le in Vi this is accomplished by
means of an overt determiner which must occur with a classifié turns out that common nouns
in Vietnamese may in fact be interpreted as definite, theyrtimit belong in this category.

The existence of these languages seems to necessitathax filetim about variation, namely
that Avoid Structure is not active in every classifier larggia However, there is already some
evidence that this may be the case, as German, unlike Englistvs both definite plurals and bare
plurals to refer to kinds, while Avoid Structure would pretdihat the latter would block the former.
Together, these facts indicate that Avoid Structure mayhetive in some languages.

In conclusion, then, the economy-based analysis of theanmgyaticality of bare classifiers
in Thai has found support in the crosslinguistic distribntiof definite bare nouns and definite
bare classifiers. Avoid Structure predicts that definiteebaassifiers should only be allowed if
definite bare nouns are not. An examination of the languadashvallow definite bare classifiers

revealed that, for the most part, they do not allow definites muns. This follows directly from
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the claim that definite bare nouns are NPs, and due to theit siz@, block definite noun phrases
with more structure. If definite bare nouns are not preséety the projection of a DP, including
a classifier, will be necessary. While these languages gess@rt classifiers, they do not possess
overt determiners. | argued that the availability of de@itiare nouns might follow from differences
in the availability of Situation Restriction. While the cptementarity between definite bare nouns
and definite bare classifiers is compelling, the existencrajuages which allow both of these

definite noun phrases indicates that Avoid Structure itealy be parametrized.

5.4.2 Null determiners with bare classifiers

The previous section established that there are many fidgdanguages which freely allow
definite bare classifiers but do not allow definite bare noliassumed without argument that the
definite interpretation observed on these classifiers isafgtiocated at a higher D head which takes
the CIfP as its complement, as in the analysis of se&i8nThis is illustrated below for Cantonese:
(85) a. Zekgau

CLF dog
‘the dog’
b. DP

/\
D CIfP

‘ P

ce CIf NP
\ \

zek N

g(‘au
One could further claim that the classifier in languages Gestonese head-moves td,s pro-
posed bySimpson(2005 andWu and Bodomd2009. The motivation for such movement might
be theory-internal, as it would alleviate the ECP effectoamted with the empty D head, allowing

it to occur freely in positions that are not properly govethguch as subject position in [Spec,TP].

In fact, the movement of NP or CIfP to the specifier of DP in Tingght serve the same role.
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In (85) | represented the®as a choice function, following the analysis of Thai abovikel
in Thai, this choice function bears a feature marking defiréss. When the feature isdef],
existential closure of the choice function results, while [+def] feature is realized with an open

choice function, as outlined in sectiéi.2following Chierchia(2005. Again illustrated below for

Cantonese:
(86) a. DP b. DP
D CIfP D CltP
| cif NP |
CFl+-def| | | CF_deff NumP Clf
N
zek 'T' Jut Cif NP
\ \
gau zek N
\
gau

This analysis allows an explanation of observation@hyeng and Sybesm@999 p. 525) that
specific indefinite interpretations of bare nouns are altbweCantonese only when a numeral is
present. Interestingly, Cantonese and other Chinesectialéfer from Thai in that noun phrases
of the typenumeral-classifier-noucannot be interpreted as definite. This difference couldhbe i
terpreted as evidence that existential closure of the ehfoigction is obligatory in the presence of
a numeral in Chinese. That is, like Thai weak indefinites rtoemerals require that the selecting
head be {def] in Cantonese. Like in Thai, the null allomorph of the raral ‘one’ would be li-
censed only by-fdef]. While the determiner is null in (86Y¥u and Bodomd2009 claim that the
D head can be overtly filled by demonstratives and strongtifieam, a plausible analysis, but not
the only imaginable one (see below).

There are languages, such as some dialects of Wu Chigéssg and Sybesma 200&nd
Weining Ahmao Gerner and Bisang 201@vhere this definiteness feature is realized as tonal or

segmental mutations on the classifier itself. This featare ke located at D, but it is realized on
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CIf either due to a morphological process following frormrustural between the classifier and the
D head or due to Clf-to-D movement. In addition, the definggedminer in Yi, which must occur
with a classifier, can be seen as an overt reflex of thaef] variant of Q..

An alternative approach to bare classifiers is takerChgng and Sybesm@999 2005,
who locate definiteness at €lin Cantonese and Wu. Cheng and Sybesma argue that detesminer
and classifiers share the property of mediating betweendéseription provided by the NP and
whatever specific entity in the real world the descriptiorajpplied to.” The problem with this
analysis, as pointed out Bju and Bodomq2009, is that noun phrases with classifiers can be
interpreted as indefinite, such as when the classifier issgegt by a numeral. This means that in
order to pursue an analysis of CHis the locus of definiteness, the classifier must be analyzed a
ambiguous between a referential and property-type reattiegatter of which is necessary for its
position in the restriction of numerals. | take the analysissented here and argued for\by and
Bodomo(2009 to be more parsimonious, as definite (or specific) integpieis past the level of
the bare noun always correspond to the presence of a nuthtdet, and the classifier can retain
its lexical entry as an atomicity-checking device for laages without number marking.

If bare CIfPs involve null determiners which can take clawsmmplements, it should be no
surprise that languages which allow bare CIfPs allow themctur with modifiers. Several such
cases are reviewed below. While these data do not servedeneei for the existence of a null D
in these languages per se, or even for the null D analysisrefdiassifiers in these languages, they
do provide circumstantial evidence the CMC in Thai shouldseen as part of the same general
phenomenon which gives rise to definite bare ClfPs.

In Vietnamese, for example, relative clauses can accomglasgifier-noursequences:

(87) cuontu-dien [rc ma toi thich]

CLF dictionary  thatl like
‘the dictionary that | like’ (Nguyen 2004p. 59)
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This example can be analyzed straightforwardly as an instahthe CMC, with thelassifier-noun
sequence in [Spec,CP]. However, such an analysis is naddrcVietnamese, as the CIfP could
itself be the complement of the null D in (87), and the relatilause could be adjoined to the noun
phrase.

In Cantonese, the normal relative clause mageoccurs in alternation withdemonstrative-
classifiersequence (88-a-b). The D element and classifier can alsoao-(88-c), though the latter
is apparently more formal and less commbdfafthews and Yip 2001Yu 2006:

(88) a. ngoSsikl ge3 hok6saangl

1sg know PRTstudent
‘the student(s) | know’

b. ngo5sikl go2 dil hok6saangl
1sg know DEM CL.pl student
‘the students | know’

c. ngo5sikl go2 dil ge3 hok6saangl

1sg know DEM CL.pl PRTstudent

‘the students | know’ Matthews and Yip 2001p. 280)
The syntax of these examples might be considerably more leartipan Thai and Viethamese be-
cause relative clauses in Cantonese are prenominal, aarhayall Chinese languages. A peculiar
property of this paradigm is the separation of the putatative marker from the relative clause by
thedemonstrative-classifisequence in (88-c). Following the analysis of Mandarintiedaclauses
in Simpson(2003, in which relative clause markers themselves are instantd’, Yu (2006
considers an analysis of (88-a) and (88-b) in whgel3and go2 alternate as an overt D head. In
this analysis the TP complement of the relative clause mtwvgSpec,DP], following the analysis
of prenominal relative clauses Kayne (1994. Yu proposes that thelassifier-nounsequence in
(88-b) functions as the head of the relative clause in thisitaction, mirroring my analysis of the
CMC in Thai in sectiorb.3 The fact that the relative markge3is stranded adjacent to the noun

in (88-c) suggests that such an analysis might be on the trigtit, though it is not clear how the
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noun phrase and classifier become separated in this exairipkeze the difficult questions raised
by these data for future work. Of particular interest is veetthese three constructions show any
interpretive differences and whether there is evidence dlassifiers reconstruct into the relative
clause.

In addition to marking relative clauses, the ability of agaage to have bare CIfPs has been
observed to correlate with the ability of a language to uassifiers to occur in possessive construc-
tions, a property whiclBisang(1993 1999 terms “relationalization.” For exampl8isang(1993
observes that in Hmong, classifiers can mark possessivepioagses:

(89) nwsrab riam ntaj

he cLF sword
‘his sword’ (Bisang 1993p. 29)

Wu and Bodomd@2009 make the same observation about classifiers in Cantonese:

(90) keoi/Hilary bun syu

he/she/HilarycLF book

‘his/her/Hilary’s book Wu and Bodomo 20Q0%. 500)
These examples, too, can be seen as instances of the CMGheatlssifier-noursequence occur-
ring as the specifier of a stranded PossP (or PP). This Pd3sRBfPbe seen as the complement of a

null D, which attracts the possessor to its specifier, asesigd for English possessives Kgyne

(1999 (see alsd.arson and Cho 2003

(91)  [pp[prkeoi], D [possp/pHcip bun syu J¢; ]]

However, as CIfPs can occur as complements of D in these d@eg a much simpler analysis
of these languages can be found in which the possessorscatedan [Spec, DP], following the

classical analysis of possessivedioney (1987, section 3.5):
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(92)  [or[ppkeoi] D [cip bun syu ]|

Wu and Bodomq2009 suggest that the possessor should be located jrbit the possibility of
phrasal possessors raises obvious problems for such aysianal

These data show that languages which allow bare CIfPs d®o alodifiers to occur with
these classifiers. This finding is certainly compatible i proposal that these languages possess
the same null choice functional determiner which was predder the CMC in Thai in sectioh.3,

though further work is needed to strengthen the connection.

5.4.3 A null determiner in Mandarin Chinese

Putting bare classifier languages aside, a more intriguilegtipn is whether modifiers might
also license classifiers in languages which generally piobare classifiers, like Thai. There are
two possible scenarios, which might both be correct foredéht languages. The first is that some
languages might lack null D altogether. Such languages dvbelforced to form relative clauses
by adjunction to some nominal projection, and might onlpwltefinite interpretations for cases of
bare nouns or with overt definite material such as demongsatwhich would arguably be overt
manifestations of D. Alternatively, we might find other laragies which do have a null D, like Thai.

Consider Mandarin Chinese. Analyses of Mandarin oftenrassthe existence of a DP
projection, whose head has been associated with elemedigease as demonstratives and strong
quantifiers Tang 1990 Wu and Bodomo 2009 the relative markede (Simpson 2008 and the
plural markermen(Li 1999). Aoun and Li(2003 ch. 5) argue against @4 D CP ] analysis of
Chinese relative clauses. Their arguments focus on why dsiretives cannot be analyzed as a D
head when it occurs with relative clauses. But we saw thatodsiratives likely are not D heads
in Thai. However, there may still be evidence for a differBnhead in Mandarin which enforces

specificity when it occurs with relative clauses, likeddn Thai.
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Because all nominal modifiers in Mandarin precede the naelative clauses can occur in
different positions relative to other elements in the edézhprojection of the noun, suchmsmeral-

classifiersequences. Thus, both of the following word orders are plessi

(93) a. [Num-CIf]-RC-N

b. RC-[Num-CIf] - N

Note the order of constituents in Mandarin is the mirror imag Thai, where the noun is followed
by the numeral-classifiesequence which can either be preceded or followed by avelekause.
In Thai, we saw that when relative clauses followedrheneral-classifiesequence, they gave rise
to special specific interpretations of the noun phrase dsasdicensing the classifier. Both of these
properties were attributed to the presence of a null detesmi
Unlike Thai, relative clauses in Mandarin do not licensedhgssion of a numeral in either

(93-a) or (93-b), a fact which we will return to shortly. Hovee, there is one intriguing connection
to the Thai CMC. When noun phrases precede the classifier mddta, as in (93-b), the noun
phrase must be interpreted as specifizel Gobbo(2003 demonstrates that this is the case by
observing that relative clauses cannot precede existeqantifiers in existential environments,
which trigger a definiteness effect in Chinestuang 198Y:
(94) a. Youyi-ge [worenshide ]Jren hen you gian.

haveonecLF | know REL personvery havemoney

‘There is a man that | know who is very rich.’

b. *You worenshide vyi-ge ren hen you gian.
have | know REL one<LF persorvery havemoney
(del Gobbo 2003p. 77)
These sentences are made of three parts. The first is theyearthave,” the second is a noun

phrase, which must be indefinite, and the third is a predieatodahen you giarin each of these

examples. In this environment, relative clauses cannategpie thenumeral-classifiesequenceyi-
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geeven though the numeral would be expected to give rise todedfiimite interpretation. So (94-b)
is the Mandarin equivalent of examl&6), in which the CMC was shown to be ungrammatical in
existential sentences, even when an indefinite quantifigtesent.

When a noun phrase is not in an environment where it must leepietted existentially,
relative clauses can precede an indefinite quantifier:
(95) a. Wohui zhenglif mei-ge  ren  hui kan de ]san-ben shu.

| canorder everyCLF personcanreadrREL three€LF book
‘I will put in order the three books that every person can read

b. Wohui zhenglisan-ben [ mei-ge ren  hui kan de ] shu.
| canorder threecLF every€LF personcanreadREL book
‘| will put in order three books that every person can readdel (Gobbo 2003p. 70)
Note in particular the difference in the interpretationtod bbject noun phrases in the two sentences:
when the relative clause precedes themeral-classifiersequence, as in (95-a), the sentence is
interpreted as definite (or perhaps specific), while in (DB sentence allows a ‘pure’ indefinite
reading. Furthermoréjoun and Li(2003 demonstrate that in noun phrases such as (95-a), the
numeralsan-ben‘three’ can take scope below the quantifiaei-ge‘every’ in the subject of the
relative clause. While Aoun and Li demonstrate that sucérpmetations are restricted in other
cases, it seems that the interpretation of the numeral bislewsubject quantifier could be analyzed
with reconstruction of the numeral phrase into the relatieeise3!
The contrasts in both (94) and (95) can be made to follow fromamalysis of Mandarin

relative clauses in which the position of the relative ckabefore thenumeral-classifiesequence

31Aoun and Li(2003 section 5.1) argue at length against an interpretatiomese data based on reconstruction of
the numeral into the relative clause. They argue insteddthieasubject quantifiemei-gecan move out of the relative
clause by Quantifier Raising and hence take scope abovel#tiwedeadsan-ben shuTheir argument for this analysis
is that the presence of the adveltuinside of the relative clause forces the subject quantifiéetinterpreted within the
relative clause, a fact which they attribute to a localitstretion on the interpretation afourelative to its subject which
blocks QR ofmei-ge It seems that their insight could could be preserved in anstcuction-based analysis by blocking
reconstruction of the numeral whelouis present, though Aoun and Li seem skeptical that such dgsisiés possible.
However, note that their analysis requires that QR applygszca finite clause boundary, a process which is allowed only
under restricted circumstances ($&&nhart 2006pp. 61-64).
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implicates the presence of the null determiner. This nutheiner, which like in Thai is analyzed
as a choice function, can be seen as taking a CP complemetriggeting movement of the TP to
the head position:

(96)

mei-ge ren hui kam; de  Dcg

/\

CIiP; (o4
T~

san-benshu C ti

This analysis accounts for the contrast in (95) by attrilmutihe availability of the relative clause
before thenumeral-classifiesequence to the presence of a null determiner interpretachsice
function. This accounts in turn for the interpretation oflstnoun phrases as definite (or specific).
This is essentially the analysis proposeddsl Gobbo(2003, though her semantics for the de-
terminer differ and she assumes that the relative claus@@ni§¢ base-generated in [Spec, DP].
Another alternative is to identify thedgp in (96) with the relative complementizde, as inSimpson
(2003. This would solve the question as to why a putative TP caosttie relative markede The
problem with this approach is the fact thad occurs in indefinite noun phrases, unlikedXrecall
the discussion in sectioh1.4. The choice between these analyses rests on the answéifsctdtd
guestions about the identity dk, the absence of complementizers in Mandarin, and the comple
reconstruction facts presentedAoun and Li(2003 which will have to await further study. Yet
certain configurations of relative clauses in Mandarin de gise to specific readings, like in the
Thai CMC, and these can be given an analysis in terms of a atdrchiner interpreted as a choice
function.

Unlike Thai, however, the numeral cannot be omitted in Maimdaven when the relative
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clause precedes it. We might expect that the numeral woutzbtienal in such cases because the
CIfP is not the complement of &, and hence is not subject to Avoid Structure. However, the
putative bareness of the classifier in Thai was actually duke availability of the null allomorph

of ‘one’ which is licensed by the [+def] feature on D. It mighé that Mandarin lacks such an
allomorph, or that the licensing conditions for the null &rare different than they are for Thai.
An interesting connection in this regard is the observatipheng and Sybesn{&a999 andYang
(2000, discussed in footnot80, that Mandarin does allow bare classifiers to occur as argtsne
but only in indefinite contexts in lexically governed pasits. This indicates that the licensing
condition for bare classifiers in Mandarin might involve éfidite rather than definite features.

To summarize these last two subsections, definite null Gifftse languages that allow them
can be analyzed as the complement of a null determiner, tne €&r which was proposed to
account for the CMC in Thai in sectidh3. These same languages allow constructions involving
relative clauses and possessors which resemble the CMGCaira$twell. Another analogue to the
Thai CMC was found in Mandarin noun phrases where relatigasds precedeumeral-classifier
sequences, which must be interpreted as specific. Unlike fibaever, Mandarin does not allow

these classifiers to occur without numerals.

5.5 Summary

Looking now at the big picture, we have seen that definite nouases in classifier lan-
guages can be accounted for by appealing to two basic stesctone involving a bare NP, and one
involving a null determiner, Br. The crosslinguistic distribution of these two definite nginrases
is regulated by Avoid Structure, which prohibits the useaosfiér structures involving & when a
smaller structure involving a bare NP is synonymous. Onéetajor effects of this analysis was

accounting for the CMC in Thai, where | argued that modifiersction as the complement ofdp,
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and thus alleviate the blocking effect of Avoid Structuréwing bare classifiers to surface.

The difference in whether classifier languages allow defiimiterpretations of bare nouns
was attributed to a difference in the availability of the setic rule, Situation Restriction. Beyond
this stipulation, the analysis based on Avoid Structurevidied an explanation for a generalization

about the complementarity between the availability of diefinare CIfPs and definite bare nouns.



Chapter 6

Quantifier Float and Quantifier Scope

In the last two chapters | have argued that Thai nominal gtracsometimes includes higher
projections, including a DP projection, while sometimeddes not, such as with bare nouns. Em-
pirically, these chapters have focused on the structurerd@ipretation of noun phrases containing
modifiers, especially relative clauses. In this chapteu$as shifted from modifiers to quantifiers,
focusing on a phenomenon in which quantifiers can be diswamtis from their associated noun.
While the analysis has implications of its own for Thai graamrand linguistic theory, later in this
chapter | present a crosslinguistic generalization abdwutvailability of Q-float that provides evi-
dence that the DP in these languages is a phase despite émealud overt articles.

The phenomenon | investigate in this chapter is one in whigngfiers, generally quantifier-
classifier sequences, do not appear in their argument @odgdllowing their associated noun, but
rather appear at the right edge of the sentence. This phemonis illustrated in the following
example:

(@H) a. nak-rian saam-khon[yp ?aan nanstu léew |

student 3-CLF read book already
‘Three students read a book already.’

263
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b. nak-rian [yp ?aan nansau leéw ] saam-khon

student read book already 3-CLF

‘Three students read a book already.’
Following Wongbiasaj(1979h, | refer to this construction as quantifier float (Q-floatriowing
the term used to describe a putatively similar phenomen&mnglish and French (e.@altin 1978
Dowty and Brodie 1984Kayne 1975 Sportiche 1988 though the Thai phenomenon is much more
general. | thus refer to the discontinuous quantifier in)&shthe floated quantifier (FQ), and to the
NP with which it semantically associated as its host.

My analysis takes the restriction of Q-float to quantifiergpamary, as the rightward dislo-
cation of nominal modifiers and elements besides quantifigmohibited in Thai. This observation
leads naturally to the idea that Thai Q-float is an instanaeft Quantifier Raising (QRZhomsky
1976 May 1977 1985. | show that Thai quantifiers always receive surface scefative to nega-
tion, and thus that Q-float affects quantifier scope. Thigolagion, | argue, provides evidence that
Q-float is DP (or QP)-movement, rather than movement of dréyjtiantifier-classifierconstituent
or stranding via NP-movement. Evidence for movement moneigdly comes from the presence
of locality restrictions on quantifiers which are suppleieerby traditional semantic considerations
about the interpretation of quantifiers.

The proposal that Q-float is an instance of overt QR does natlé¢hat all instances of QR
in Thai are realized as Q-float. Indeed, quantifiers canyfrappear in object position, where they
must undergo QR in order to be interpreted. Instead, it isned that QR becomes visible when
certain interface conditions and constraints are met, rtiquédar, when quantifiers are interpreted

in non-argumental position8baljik and Wurmbrand 2008

My use of the term “Quantifier Raising” throughout the asiis arguably misguided. This is because the account for
Q-float | suggest has some differences from the traditionalyais of QR as proposed by Chomsky and May; the more
general term “scope-shifting operation” may be preferabet given the vagueness of the latter term, and my express
desire to tie Thai Q-float to syntactic movement for the pagpof scope-assignment, | have retained the label “Quantifie
Raising,” with apologies to proponents of onomasiologpmaiism.
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If Q-float is really an overt instance of a core grammaticaragion, part of Universal Gram-
mar, its widespread nature should be no surprise. Of cogusatifier float is quite common in the
world’s languages, occurring in most European languagesldition to Arabic Shlonsky 199},
JapaneseMiyagawa 1989 and Niuean $teuart 1995 just to name a few examples. While the
guestion of whether my analysis can be extended to thesedgeg remains open, | focus more
narrowly on classifier languages. | observe that in clasdéieguages where quantifiers follow
nouns DP-internally, these quantifiers can float to the rigihts generalization can be captured by
the idea that the DP is a cyclic domain for transfer to the plamical interface, and that order-
ing restrictions within the DP must be respected even if ithe elements within the DP are not
contiguously pronounced.

The paper begins with a basic description of Q-float. In sedd.1l | show that the host
of QRs must be arguments, that the operation is restricteplamtifiers, and that FQs are right-
adjoined to the clausal spine. Secti®r2 argues that the analyses which have been proposed for
other languages, including the stranding and adverbidlys@es, cannot be extended to the Thai
cases. Sectiofi.3lays out the scope facts, focusing on the interpretationuahtjfiers relative to
negation. SectioB.4 lays out the basic analysis, while secti® details additional aspects of the
analysis, including the motivation for, and the restriation, the discontinuous pronunciation of

nouns and quantifiers in Thai.

6.1 Basic Properties of Quantifier Float in Thai

This section examines basic properties of and restriction®-float. It lays out the restric-
tions on the elements which can host Q-float, which elemeamtdloat, and shows that FQs appear
between CP and VP. First, | show that only verbal argumemt$oat Q-float. | then show that while

all quantifiers can float, non-quantificational modifiersreatn As for the location of FQs, evidence
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from adverbs demonstrate that floated quantifiers are adjained to the clausal spine, attached
approximately taP projection. This discussion paves the way for the anabfsigiantifier float in

section6.4.

6.1.1 Locality constraints on the host

This section introduces syntactic constraints on the nduasges which can serve as hosts to
Q-float. Some of these restrictions were first discovere&ibypson(2004. The basic generaliza-
tion is that only noun phrases functioning as the argumeatw&b can host Q-float.

Example(1) illustrated that the host of Q-float can be the subject of tesme. The following

examples illustrate Q-float from the direct object (2-a) #mlindirect object (2-b):

2) a Tathai nagsamth(k-lém Bl
Tat give book  everycLF*oF Bill
‘Tat gave all of the books to Bill.’
b. Tathai nagsau Bill thUk-1ém
Tat give book  Bill everycLFPok
‘Tat gave all of the books to Bill.’

(3) a. Tathai nagstu ka? dek thik-khon pai.
Tat give book to child everyCLFP¢"*°" PRF
‘Tat gave books away to every chilél.

b. Tathai nanstu ka? dek pai thik-khon
Tat givebook to child PRFeveryCLFPe "
‘Tat gave books away to every child.
In (2-b), Q-float is evinced by the intervention of the indirebject between the host and the FQ. In
(3), however, because the direct object is VP-final, an aspkemarker of perfectivity is included

to detect the availability of Q-float.

If a noun phrase is contained within another noun phraseérggas a verbal argument, how-

2The verb ‘go’ following the DP is a serial verb which signagsrs-perfective aspect.
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ever, it cannot serve as the host. Thus, the following exanfipktrates that genitive noun phrases
cannot host Q-float:
4) a. Ponga hay [yp nagsii khdoy dék s3on-khon ] kap nammonphrung.nii

Pongwill give book belongchild 2-cLFP¢"#°" to Nammontomorrow

‘Pong will give the two childrens book to Nammon tomorrow.’

b. *Pongca hay [yp nagsii khdoy dék ] kapnammon phrung.niis3an-khon
Pongwill give book belongchild to Nammontomorrow 2-CLFPe"so"

Likewise, FQs cannot be hosted by the complements of nouns:
5) a. Joowaat[yp phdap maasaam-tua | léew
Joedraw picturedog 3-cLF*™al  glready

‘Joe drew three pictures of dogs already.’

b. *Joowaat[yp phdap maa] léew saam-tua
Joedraw picturedog already3-cLF*mal

In addition, Q-float cannot be hosted by a houn phrase cattairithin a relative clauses (based on

Simpson 2004ex. 43):

(6) a. phonkhoojcoo [np phlu-chaalcp thii mii rot kwaa-sp-khan ]l maa
I PRF meet man REL havecar exceed-10cLF"edle  aAsp
Iéew.
already

‘I have met men who have owned more than 10 cars.’

b. *phdmkhooj coo [np phlu-chaa[op thii mii rét]] maaléew
I PRF meet man REL havecar AsP already

kwaa-sp-khan.
exceed-10sLFandle

Together, these examples demonstrate that FQs cannot teel ligsnoun phrases if they are con-
tained within other noun phrases.
In summary, while quantifiers float freely from verbal arguntse the configuration below is

prohibited.

@ *xplvp.- N [vp.. . Ni...11...FQ ]
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This generalization could be stated as a locality resbmctn the host, putatively as a case of the
A-over-A Principle ofRoss(1967): the NP which is merged with the verbal projection can host
Q-float, but not an NP contained within another NP. Altenm@lyj, this restriction could be stated in

terms of argument structure: only NPs which are theta-nibblyethe verb can host Q-float.

6.1.2 The quantifiers that float

This section illustrates that only quantifiers can undergfio@t. | show that this extends
both to quantifiers which do contain a classifier and thosechviio not. The restriction of Q-
float to quantifiers means that it is not an instance of a monerngé extraposition phenomenon, as
suggested bgimpson(2004). Thus, | show that the extraposition of relative clausesppsitions,
and demonstratives is not allowed in Thai.

Almost all quantifiers can undergo Q-float in Thai. Thesetdelthe majority of quantifiers
which select for classifiers, including numer&R@introex), strong quantifiers such #xik ‘each,

every’ ((2)-(3)), and weak quantifiers such Esj ‘several’ andbaay ‘some’:

(8) a. nak-rian laaj-khon [ kin khaaw léew ]
student somee€LF eatrice already
‘Several students have already eaten.’

b. néak-rian [ kin khaaw lé¢ew ] laaj-khon
student eatrice already severaleLF
‘Several students have already eaten.

9 a. nak-rian baag-khon [ kin khaaw léew ]
student somee€LF eatrice already
‘Some students have already eaten.

b. nak-rian [ kin khaaw lé¢ew ] baar-khon

student eatrice already somecLF
‘Some students have already eaten.’

Numerals can be appended with modifiers sucht#s ‘just’ and kwaa‘exceed, more than’
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(Deephuengton 1992which does not impact their ability to float. In some cadbs, modifier
makes Q-float more natural:
(10)  nak-rian aan nangsau khée-saam-khon

student readbook just-threeeLrPerso"
‘Just three students read (a book).’

(11)  néak-rian aan nansau saam-khon-kwaa
student readbook threecLFP¢"s"-exceed
‘More than three students read (a book).’

Not all quantifiers that can float occur with classifiers. Thhe exhaustive quantifi¢hdry-
mot ‘all’ can also float (see sectid®4.3for more on this quantifier):
(12) a. nak-rian thany-mot [ kin khaaw léew ]
student all eatrice already
‘All the students have already eaten.’
b. nak-rian [ kin khaaw I¢ew ] thdg-mot
student eatrice already all
‘The students have all already eaten.’
Some putative quantifiers cannot undergo Q-float. The diemticld? ‘each’ seems to be
unigue among distributive, classifier-selecting quamtfia not occurring as an FQ:
(13) a. nak-rian téela?-khon [ kin khaaw léew ]
student eacheLF eatrice already

‘Each student read a book.’

b. *nak-rian [ kin khaaw I¢ew ] téela?-khon
student eatrice already eacheLF

Likewise, the quantifiesiian-maak ‘majority’ cannot float.
(14) a. nak-rian suan-maak [ kin khaaw léew ]

student part-many eatrice already
‘Most students read a book.’
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b. *nak-rian [ kin khaaw Ié¢ew ] stian-maak
student eatrice already part-many

| propose that both of these elements cannot float becaugarth@ot quantifiers.

Beginning with the second casejan-maak is morphologically complex, formed by the
noun/classifierstian ‘part’ and the adjectivanaak ‘a lot’ (section 3.4.3. Recall thatmaak can
alternate withjaj ‘big,” to form siian-jaj, which also means ‘majority. Thusjian-maak should be
analyzed as a (potentially deictic) modifier meaning ‘lapget,’ rather than as a quantifier. There-
fore, its inability to undergo Q-float is reducible to thelildy of adjectives to undergo Q-float in
general.

The other putative quantifier which cannot undergo Q-fl@atjda? ‘each’, has more opaque
semantics. Its first element is a coordinating conjunctien‘but.” The second elemenid?, is
a determiner-like element meaning ‘per,” which otherwismeyally occurs with a classifier, and
always has a distributive interpretation. Thus, the ingbof tée-1a? to undergo Q-float may be
because of itis the reflex of a distributive operator in VPahtintroduces quantification over verbal
arguments rather than being interpreted as a quantifidf. ifde studies have been conducted on
this element to my knowledge, but it is uniqgue among putagiventifiers which select for classifiers
in not allowing Q-float.

Besides quantifiers, adnominal modifiers in Thai must reradjacent to the noun that they
modify. Thus, as was observed in chapter 4, footi{dt), Thai lacks relative clause extraposition.
Since some instances of Q-float involve classifiers, it isartgnt to note that relative clauses cannot
be extraposed even in instances of the classifier-modifiestaaction of Chapter 5:

(15) a. charhen[npdek (khon)[cpthii khruu Kkhawy tii ___]] muwo-chaaw-nii

1sG see  childcLF THil teachePRF hitec time-morning-this
‘I saw [ the child that the teacher hit ] this morning.’

b. *chanhen[np dek t;] muuo-chaaw-nii (khon)[cpthii khruu khwwy ti ___],
1sG see  child time-morning-thisCLF THil teachePRF hit ec
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Thai also does not allow adjectives (16) or prepositionahpbs (17) to be extraposed:

(16) a. charhen[np dek (khon)[ap son ]] muwo-chaaw-nii
1sG see childcLF naughty time-morning-this
‘| saw the naughty child this morning.’

b. *chanhen[np dek t; ] muao-chaaw-nii (khon)[ap son ]
1sG see  child time-morning-thiscLF naughty

a7 a. charfaan [yp nagsiau (Iém) [ppbon té? ]] muwo-chaaw-nii
1sG read book cCLF on table time-morning-this
‘I read the book on the table this morning.
b. *chan?aan [np nagsau t; | muso-chaaw-nii (Iém)[ppbonté? ]
1sG read book time-morning-thisCLF on table
‘I read the book on the table this morning.
Finally, demonstratives also cannot be extraposed, but appear adjacent to the noun they
modify, despite the fact that they are like quantifiers iresthg quantifiers:
(18) a. nak-rian khon-nii [ kin khaaw léew ]
student cLF-this eatrice already

‘This student read a book.’

b. *nak-rian [ kin khaaw I¢ew ] khon-nii
student eatrice already CLF-this

The observation that modifiers cannot be extraposed in Thes put a number of imaginable
analyses of Q-float which would take it to be part of a more gam@ghtward movement process.
The fact that Q-float is restricted to quantifiers calls fomaalysis of Q-float which relies on special
properties of quantifiers. This same observation seems w@blgeto account for those putative

quantifiers which cannot appears as FQs: only true quartiiiied determiners can drive Q-float.
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6.1.3 The position of floated quantifiers

This section introduces evidence from the distribution df@@t relative to adverbs that sug-
gests that FQs are right-adjoined to the clausal spine.€eTthais show that Thai FQs are located in
what could be called the Thai ‘middlefield,’ the projectidretween CP and VP.

FQs must occur outside of low adverbs, including some aspackers (19-a) and manner

adverbials (19-b):

(19) a. nak-rian [klab baan ] paj-léew  sdog-khon
student returnhome Asp-already2-CLF
‘Two students already went back home.’
b. ?ha&k-rian [ klab baan ] s3oy-khon pajdéew
student returnhome 2-CLF AsP-already

(20) a. nak-rian [ kin thirian ] kap muw s3oy-khon
student eatdurian with hand2-cLF
‘Two students ate the durian with their hands.’

b. *nak-rian [ kin thidrian ] sdon-khon kap muu
student eatdurian 2-CLF with hand

The inability of FQs to appear before manner adverbialatds that they are outside of the
VP.

On the other hand, FQs can reorder with higher adverbs, suemgoral adverbs. However,
when the quantifier is rightmost, it must be set off by a prasbceak, indicated by horizontal lines:
||. This is the same kind of pause which was observed to occun atieerbs themselves reordered
in section2.6.1
(21) a. nak-rian [ ?aan nagsas lém-nii ] s3oy-khon m&awaannii

student readbook CLF-this 2-CLF yesterday
b. n&k-rian [ ?aan nagstu [@m-nii ] méawaannii || s3oy-khon

student readbook cCLF-this yesterday 2-CLF
‘Two students read this book yesterday.’
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(22) a.
b.
(23) a.
b.

lagcaak-nan maa[ kat nak-rian] s3ay-tua dooj-thanthii
after-that dog bitestudent 2-CLF  ADv-immediate

lagcaak-nan maa[ kat nak-rian] dooj-thanthii || s3og-tua
after-that dog bitestudent ADv-immediate 2-CLF
‘After that, two dogs immediately bit the students.’

nak-rian [ ?aan nagsaw [@m-nii ] sdoy-khon rew-rew
student readbook CLF-this 2-CLF quickly

nak-rian [ ?aan nagsaua [@m-nii ] rew-rew|| sdoy-khon
student readbook cLF-this quickly 2-CLF
‘Two students read this book quickly.’

Because these adverbs are associated with the TP and adgeofactions, the ability of FQs to

reorder with them indicate that they can occur within thesgggetions. However, the fact that FQs

preferentially precede these adverbs indicate that thedeQmve a basic position between the VP

and higher tense/aspect projections, roughhyrat

Last, the FQ must occur inside of sentence-final particleb s1$ interrogative markers, or

affirmative markers, or politeness patrticles:

24) a
b.
25) a
b.
26) a

nak-rian [ ?aan nagsaw [@m-nii ] thak-khon maj
student readbook CLF-this everyCLF YNQ
‘Has every student read this book?’

*nak-rian [ ?aan nagséw [@m-nii ] maj thiak-khon
student readbook CLF-this YNQ everyCLF

nak-rian [ ?aan nagstéw [@m-nii ] thak-khon na?
student readbook cCLF-this everyCLF SFP
‘Every student read this book, right?’

*nak-rian [ ?aan nagsaw [ém-nii ] nd? thik-khon
student readbook CLF-this SFPeveryCLF

nak-rian [ ?aan nagsaw [@m-nii ] thak-khon khap
student readbook CLF-this everyCLF POLITE.MSP
‘Every student read this book.pplite]
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b. *nak-rian [ ?aan nagsaw [em-nii ] khap thk-khon
student readbook CLF-this POLITE.MSP every-CLF

As these discourse-oriented elements are generally assdevith the CP-field, the inability of FQs
to occur outside of them indicate that FQs must occur ingidexP.

Together, the distribution of FQs relative to adverbs iatkahat the base position of FQs is
at thevP projection, immediately above the VP, though it can sctamlith elements are located

somewhere in the Thai middlefield, between CP and VP:

(27)  [cpltplwplve..-1FQT(FQ)]]

The rightward position of FQs in Thai is thus generally abtier though it is not free. This is
unsurprising, as in many documented cases of Q-float, diemstappear in positions generally
occupied by adverbs (cdBobaljik 2003.

In summary, the data in secti@nl. lillustrates that while subjects, direct objects, and iectir
objects can all host Q-float, NPs located inside of thesenaegits cannot. Sectiof.1.2showed
that any ‘true’ quantifier can appear as an FQ, but non-diiatibnal modifiers such as relative
clauses cannot. Thus, there is no Thai phenomenon compdmbktraposition in English. The
conclusion is that Q-float is not an instance of a more gemdrahomenon. In sectioh 1.3 data
relating to the position of FQs relative to adverbs suggkstat FQs are located aP, though they

can scramble with adverbs betwedh and CP.

6.2 Against Stranding and Adverbial Approaches

In the literature, the closest equivalent to Q-float in Thaiiastances of Q-float in Japanese

and Korean, a construction which has undergone extensiestigation in both languagésBelow

3For Japanese, the standard referencedHaig 1980 Kuroda 1980 Miyagawa 1989 Additional works of note
include Fitzpatrick 2006 Fukushima 1991Hasegawa 1993Kobuchi-Philip 2006 Nakanishi 2007 Nakanishi 2008
provides a literature review. For Korean, $@ezpatrick 2006 Kang 2002 Ko 2007 Lee 1989 Park and Sohn 1993



Chapter 6: Quantifier Float and Quantifier Scope 275

| briefly review the analyses of the Japanese phenomenorhwlcho the two analyses which have
been argued for Q-float in general, and show that neithelsisak able to satisfactorily account

for the facts in Thai.

6.2.1 The stranding analysis

The stranding analysis of Q-float was proposed independémtlJapanese bimiyagawa
(1989 and for French and English yportiche(1988. In this analysis, more recently defended
by Fitzpatrick(2006; Miyagawa and Arikawg2007) andWatanab&2006, the NP host of the FQ
moves is subextracted out of a larger QP projection comtgitiie FQ into its surface position. The

example in (28-a) is for a simple intransitive verb (basedNakanishi 2008

(28) [ NP [ PPIAQV [ [ort; Q-CLF] V]]]

The strongest arguments for this analysis, presentedlipiby Miyagawa(1989, have come from
locality facts about the relationship between the host hadQ and a contrast in the ability of pas-
sive (29-a) and unaccusative (29-b) subjects to host FQsa&fP internal adverbs, while unerga-

tive subjects (29-c) are unable to do so:

(29) a. Kuruma-gadoroboo-nini-dai nusum-are-ta.
carNoM  thief-by  two-CLF stealPASSPST
‘Two cars were stolen by a thief. Miyagawa 1989p. 38)

b. Gakusetrga ofisu-ni huta-ri ki-ta.
studentNoMm office-totwo-CLF comePST
‘Two students came to the office.’ Miyagawa 1989p. 43)

c. *Kodomo-ga gerageratdwta-ri warat-ta.
childrenNowm loudly two-CLF laughPsT
(intended‘Two children laughed loudly. Miyagawa 1989p. 44)
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While passive and unaccusative subjects are assumed tmabeigvithin the VP, unergative subjects
are not. Thus, the ability of FQs to occur inside the VP onlthim former cases corresponds to the
existence of an NP trace inside of the VP in those cases.

While compelling, many have challenged the empirical basithis generalization. Thus,
subjects of unergative verbs can host FQs in many cases:
(30)  Kodoma-gabutai-dezyuu-nin odot-ta.

child-Nnom  stage-attenCLF  dancepsT
‘Ten children danced on stage.’ Takami 2001 p. 129)

Nakanishi(2008 provides additional examples from the literature whichieh#lustrated the same
point. More recent analyses which have attempted to rebeusttanding analysis, includiriiya-
gawa and Arikawg2007) andKo (2007, have relied on the idea that the adverb or other interven-
ing element itself can scramble to the left, allowing an gsialby stranding by relying on further
movement. Generally, this movement is usually perceivei-bar scrambling (see algetzpatrick
2006.4

For the Thai data, the stranding analysis is problematiadmsz Q-float in Thai is not obvi-
ously dependent on NP-movement of any kind. In particulajeas hosting Q-float occur in their
regular argument position in Thai, while the quantifier caouw to its right. The only way that
the stranding analysis could account for these data woulty lpostulating head independent head
movement of the verb and NP movement out of the DP, strantiegjtiantifier but reinstating the
original order of verb and object. Yet sectiéril.3provided evidence from adverbs that FQs appear
higher in the clause than objects, right-adjoined to thesda This observation essentially makes an

analysis where the FQ is stranded deep within VP by NP moveimgossible. Further support for

“4Fitzpatrick (2006 actually proposes that Q-float is derived by either stnagdir base-generated adverbs based on
the semantics of the FQ: while numerals and weak quantifrerderived by stranding, he argues, strong quantifiers are
adverbs. Though no syntactic differences have been ddtdistiinguishing the two classes in Thai in the propertisted
above, for example, such differences may still be awaitigeigction by more sensitive tests for movement.
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this conclusion is presented in secti®r3.1, where it is shown that the scope of floated quantifiers

follows from an analysis where they are right-adjoined ®dlause.

6.2.2 The adverb analysis

The alternative to the stranding analysis is the adverlyaisalwhich has been proposed both
for English and other European languagBsifaljik 1995 Doetjes 1997Dowty and Brodie 1984
and for Japanesé-(kushima 1991Nakanishi 200Y. The basic idea is that floating quantifiers are
not actually quantificational determiners in the traditibeense: they do not take their associated
host as their restrictor, and they do not have the traditisipartite quantificational structur®.

The strongest argument for the adverbial analysis of Q-floates from systematic differ-
ences in the interpretation of predicates when FQs are mreBlamely, sentences with FQs have
been argued to be associated with both a distributive andralipy-of-events reading. Consider the
following contrast :

(31) a. Gakusel san-nirnrgakinoo Peter-o tatai-ta.

studentNoM yesterday three€L PeterAccC hit-PAST
‘Three students hit Peter yesterday.’

b. Gakusetga kinoo  san-nin Peter-o tatai-ta.
studentNoMm yesterdaythreecL Peteracc hit-PAST
‘Three students hit Peter yesterday.’

(32) a. Gakusei san-ningakinoo  Peter-o korosi-ta.
studentNoM yesterday threecL PeterAcc kill- PAST
‘Three students killed Peter yesterday.’

b. ?%Gakuseiga kinoo  san-nin Peter-o korosi-ta.
studentNoM yesterdaythreecL Peteracc Kill- PAST
‘Three students killed Peter yesterday.’ Nakanishi 2007pp. 133-134)

While multiple hitting events within a particular day aresgible, explaining why FQs are available

5This is not the only alternative, howevetoji and Ishii (2004 argue that FQs do take NPs as their restrictor, but
undergo LF-movement to c-command the NP which function&eis testrictor.
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in (31-b), multiple killing events are not possible, herlee tinacceptability of (32-b).

If Thai had these same effects, it would constitute strondesice for the adverbial approach.
But Thai speakers do not detect a contrast in the following pa
(33) a. nak.riian tii Petermimo.waan.nii sham-/thk-khon

student hit Peteryesterday  3-/everycLPe son
‘Three students hit Peter yesterday.’

b. nak.riian khaaPetermiuo. waan.nii sham-/thilk-khon
student Kkill Peteryesterday  3-/everycLPerson
‘Three students killed Peter yesterday.’
Thus, it does not seem that Thai floated quantifiers necgssmiantify over events as Nakanishi
proposes.

Nakanishi’s proposal is also somewhat surprising beca@seirJapanese and Thai so often
include classifiers. Classifiers occur with numerals bex#us nouns that they are associated with
are uncountable on their own (chap8r Nakanishi’'s proposal would entail that classifiers would
also occur in order to allow quantifiers to combine with egemnd in so doing would serve a
secondary semantic function, as homomorphisms betweenrt awd individual structure. While
the Japanese data regarding predicate interpretationstésapmpelling, it remains difficult for me
to believe that the quantifiers occurring with classifiershiese examples do not simply take their

hosts, which agree with these classifiers semanticallyyeisquantificational restrictors.

6.3 Quantifier Float and Scope

Section6.1 laid out several properties of Q-float in Thai including theéseence of locality
constraints, the observation that FQs occupy adverbiatipios, and the restriction of Q-float to
qguantifiers. These properties are typical of Q-float in amglege. However, we saw that despite

sharing these properties with Q-float in Japanese, Thai B@sat be analyzed either as stranded
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nominal constituents or as adverbs. This section intracglaceadditional fact about Q-float in Thai
which suggest a novel analysis: Q-float affects the scopeauaftifiers. In fact, Q-float allows
interpretations of quantifiers that are not available winey toccur adjacent to their host.

This section focuses solely on sentences with a single dieasitand its scope relative to
negation. This is because the interpretations of senteingetving multiple quantifiers do not
seem subject to similar effects. For these contexts, tleetsfiof Q-float on quantifier scope differ

depending on the position of the host. The basic generiaiizaeems to be the following:

(34) a. Q-float can lower the scope of subject quantifiers.

b. Q-float can raise the scope of object quantifiers.

This observation delimits the potential analyses of Q-fiodthai. In the following section | take

these facts as evidence for applying a particular analysguantifier Raising to the Thai facts.

6.3.1 Quantifiers and negation

We begin with subject quantifiers. The effects of Q-float cansben most clearly with
the elemensak ‘even one, which must be interpreted as a negative polé@sty. The following
example illustrates the basic distributionsak relative to negation:

(35) a. *aacaan sak-khon  yay maj [yp tii nak-rian]
teacher even.onecLF still NEG hit student
‘Not even one teacher has hit a student.” (intended)
b. ?aacaan yan maj [vp tii [pp nak-riansak-khon ]
teacher still NEG hit student even.onecLF
‘Teachers haven't hit even one student’

In (35-a),sak appears in subject position where it c-commands negatiégmuhgrammatical there.

In (35-b), howeversak occurs with the object inside of the negated VP, where itltsaid.
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The status o$ak as an NPl is useful as a diagnostic for the structural pasdfd-Qs relative
to negation. Thus, whilgdk cannot occur in subject position, it can appear as an FQ:
(36) a. *nak-riansak-khon yary m@j [vp kin khaaw]
student even.onesLP"*°" still NEG eatrice
‘Not even one student has eaten.” (Intended)
b. nak-rianyay maj [vp kin khaaw] sak-khon
student still NEG eatrice even.onesLPerson
‘Not even one student has eaten.
Example (36-b) demonstrates that FQs associated withaslgee c-commanded by negation, and
that FQs associated with subjects can be structurally Itiwear their host.
Corroborating evidence comes from the scope of universahtifiers relative to negation.
Unlike in English (see below), subject quantifiers in Thanrwat be interpreted below negation,

as seen in (37-a). When the quantifier is floated, howeverlotiiescope reading of the subject

guantifier is available in (37-b):

(37) a. nak-riarthik-khon (yan) mdj [vp kin khdaw]

student everycLP¢" 5" still NEG eatrice

‘Every student still hasn’t eaten.’ V>, %= >Y

b. nak-rian(yan) maj [ve kin khaaw] thiuk-khon

student still NEG eatrice every-cLperson

‘Every student still hasn't eaten.’ V>—,—=>V
The ability of FQs to receive scope below negation corraiesréhe finding based on the availability
of NPIs in floated positions. The available interpretationg37-b) illustrate an additional scopal
property of FQs which the NP1 example did not reveal: suli&gs$ are scopally ambiguous relative
to negation.

While Q-float can lower the scope of subject quantifiers, it caise the scope of object

guantifiers. Unlike quantifiers in subject position, quiiaits in object position must scope below
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negation. Yet ambiguity arises when object quantifiers aegdd, as is shown in (38-b):

(38) a. Joemdj [vp phopnakrianthk-khon ] miéiawaannii
JOENEG meetstudenteverycLP¢ "  yesterday
‘Joe didn’t meet all of the students yesterday’ V> %= >Y

b. Joemdj [vp phOpnakrian] méawaannii thk-khon
JOENEG meetstudent yesterday everycLP¢ 5"
‘Joe didn’'t meet all of the students yesterday’ V>— —=>V
Like subject FQs, object FQs are scopally ambiguous relatinegation.

To summarize, Q-float affects the scope of FQs relative tath@y by permitting a narrower

interpretation for subject Qs and a wider interpretatianofgect Qs.

(39) Structure V>—- —>V
Subject-Q  NP¥...— ... *
Subject-FQ NP ..~ ...V
Object-Q —...NP¥ ... *

Object-FQ —...NP..V
Thus, the scopal effects of Q-float are dependent on theigosif the host. It is not surprising
that FQs in Thai receive surface scope, similar effects testad in Q-float in English and French
(Bobaljik 2003 Déprez 1994Dowty and Brodie 1984Williams 1982. Thai is different because

FQs allow interpretations that are unavailable for quaarsfin their argument positions.

6.3.2 Scope ambiguity and multiple attachments sites for rgation

In this section | analyze that the scopal ambiguity of floajedntifiers in Thai as arising
not from the variable position of quantifiers, but rathemrnirearious positions available to negation
(see also sectioB.3). | this regard, | followVisonyanggoon(200Q p. 164-174), who argues that
negation can be freely generated in the specifier of verbdliaties in Thai, as it can recur, as

shown below:
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(40) khawma@j ndaea? maj toy maj thammaan
3P NEGshould NEGmustNEGdo  work
‘It is unlikely that he does not have to not work.’ Visonyanggoon 20Q(. 166)
Each occurrence of negation in Thai is interpreted. In ottends, Thai is not a negative concord
language.
Visonyangoon also points out that negation cannot servepasticator on its own (that is, it
cannot license VP-ellipsis, see sectif):
(42) a. khawduu thiiwii tte chan maj duu
3P  watchT.V. butlp.SGNEGwatch
‘He watches T.V. but | don’t”
b. *khawduu thiiwii tte chan maj
3P  watchT.V. butlpP.SGNEG
(Visonyanggoon 20Q(. 132)
As any verbal head can serve as a predicator, negation dosseru to be a verbal head in Thai. If
negation is a NegP in the specifier of verbal categories, hexyvthe contrast in (41-a-b) is accounted
for because specifier cannot license ellifsis.

| follow Visonyangoon in locating negation in the specifi€éaay verbal projection including

both VP and TP:

(42) a. TP b. TP

P /\

T vP NegPp T
/\ o~ N
v VP mé_] T P

N N
NegP V' v VP
_

A. —_
maj

SVisonyangoon provides another argument from coordingori71) | do not repeat here.
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Assuming multiple specifiers are allowed (dJya 1996, the subject would occupy the outer spec-
ifier of TP when negation was also present there. For now,tindisish multiple specifiers from
adjuncts by allowing multiple X-bar levels. While specifiéncrease the bar-level of their sister,
adjuncts do not:
(43) TP
Dpsubject T’
_ /\
. NegP T
—_ N
PR
v VP

—_—
Alternatively, negation might be prohibited in [Spec, TRchuse of the presence of the subject
there. | leave this issue open.

As subjects always occur above negation, the observatairstibjects quantifiers must scope
above negation(87-a) can be restated as a requirement that Thai quantifiers/eesaiface scopeé.
While subjects may originate in a lower position, such aefSpP] (e.g.Chomsky 1995Kratzer
1996, reconstruction of the subject to itd® internal position must not be allowed. Likewise,
because objects occur inside of the VP while negation isrgézek above the VP, object quantifiers
must receive surface scof#B-a)

We are now in a position to assess the fact that both subjecbbject FQs can be inter-
preted with scope both above and below negat{8i-p),(38-b)). Recall from sectios.1.3that the
position of FQs relative to adverbs suggests that FQs aedddetween VP and CP. If FQs are
adjoined to an intermediate projection suchvBsas suggested by the adverb analysis, the different

positions which are available for negation can accountterscopal ambiguity of FQs:

"This is distinct from the claim that Thai quantifiers are ipteted in their surface position. There is reason to think
that quantifiers objects are not interpreteditu. See sectiol.4.2for discussion.
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(44) a. TP b. P

/\ /\
NegP T

T vP

T TP
T vP
vP QP /\

T~ vP QP
v VP thak khon o~ —
Sl v VP thik khon
NegP V -

A. —_
maj

Thus, like subject and object quantifiers, subject and 0l5j@s receive surface scope. The different
available interpretations for these quantifiers relatven¢gation can be reduced to instances of
structural ambiguity. The availability for subject FQs tousturally occur below negation also
can account for the fact that an NPI subject quantifier mugeapas an F@35). Note that this
structure for object quantifiers in particular is compaibiith our finding in sectio®.2.1that object
FQs occur outside of the VP.

There is further evidence from the adveéfew ‘already’ that FQs are indeed rigidly scoped
relative to negation and other adverbs. Like in English, iailléew ‘already’ prefers to scope
above negation. That is, it seems to be a positive polagiy PPI):

(45) a. nak-riarmay hiw  khaawléew

student NEG hungryrice already

‘The students are already not hungry. already-, *— > already

b. nak-rianmaypit fai léew

student NEG closelight already

‘The students have already not turned the light off.’ alyead—, *— > already
The differences between these readings can be somewhatlditb detect because ‘already’ is
replaced by ‘yet’ when it scopes below negation in EnglistheWwalready occurs above negation,
the reading is that the listed state or action does not halueaime of speaking. In the latter case,

there is an implication that the students will not turn off tight, i.e. that they have failed to do so.
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The available interpretations of these sentences indibatenegation must attach to a pro-

jection belowléew, as shown:

(46) TP
T AspP
Asp AdvP
/\ ’ ~
Asp vP [Eew
(NegP) v
maj VP

/\
(NegP) V/
_ _
maj
Each of these positions fondj are possible for (46), given that it is c-commandeddy in each
of them.
Becausdésw must be attached above negation, we can use it to force thedagling of the
adverb, as shown below:
47 a. nak-riaqmaj [hiw  khaaw]léew thik-khon
student NEG hungryrice  alreadyevery-cLP¢"so"
‘Every student already isn’'t hungryy > —, *— >V
b. ?nak-riaqm3j [hiw khaaw]thik-khon  léew

student NEG hungryrice  everyLP¢ " already
‘Every student already isn’'t hungry/ > —, = >V

While marginal, when the FQ is placed to the lefiiéfw, both readings are available.
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Given thatléew must attach above negation, the fact that (47-a) must hav&@hscoping
above negation follows directly from an analysis wheredmerder on the right is due to right

adjunction. On the other hand, the FQ in (47-b) can occunbelkegation because it is structurally

lower thaniéew:
(48) a. TP
T AspP
AspP QP
—
thak khon
AspP AdvP
TN e
NegP  Asp léew
P /\
maj Asp vP
PN
v VP
—_
b. TP
T AspP
AspP AdvP
-
NegP Asp eew
/\
maj Asp vP
vP QP
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Other imaginable structures are also compatible with tlessamptions, but the idea that
rightward-attachment in Thai is a form of right-adjunctiisnable to account for the restriction on
the interpretation of FQs without difficulty.

This analysis predicts straightforwardly that the intetption of FQs relative to negation
should be free for adverbs which are not PPIs. The followkaymples shows that this is the case:
(49) a. Maamjj [katdek] méawaannii thik-tua

dog NEG bite child yesterday —everycLt%

‘Every dog didn'’t bite children yesterday’ > —, — >V

b. Maam3j [katdek] thik-tua  m#éawaannii

dog NEG bite child everycLt*% yesterday

‘Every dog didn't bite children yesterday/ > —, — >V
As before, the particular scope effects observed in thegersees can be derived from a number of
different structures. Crucially, though, the availalilior negation to scope above the FQ in both
examples in (49) is because there are no restrictions oneiglithof negation due to the non-PPI
status of the adverb.

There is some direct evidence for the claim that the heightghtion leads to the ambiguity
of FQs rather than the height of the FQ itself. This eviderwaes from the interpretation of FQs in
sentences where negation precedes some auxiliary whithicsusally high in the clause. Consider

the examples in (50-a-b):

(50) a. nak-riarthtk-khon méj daj chdop kin ?ahaan-farar
student everyCLF NEG PSTlike eatfood-Western
‘Every student didn't like to eat Western food. > —, — > V

b. nak-rianmdj daj chdop kin ?ahaan-farayy thik-khon
student NEG PsTlike eatfood-Westerrevery-CLF
‘Every student didn't like to eat Western food¥*> —, — >V
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In these examples, negation occurs before the verbal aydlaj ‘get’, which has many uses,
but generally seems to mark past tense when it occurs paglerimterestingly, in examples where
negation precededdj, we see a different pattern of scopal behavior than whentioegdirectly
precedes the verb. While subject quantifiers are ambiguids,can only scope below negation.

This observation can be made to follow directhddj is seen as occupying a position high
in the clause, perhaps T, for expository purposes. If soabilty of negation to scope above the
subject in these examples might be because of their pogititme same projection. On the other
hand, the fact thatlaj must scope above the FQ indicates that the FQ must occur liowtbie

structure than the subject:

(51) TP
QP T//
nak-rian ¢hik-khon)  NegP T
-
ma g vP
| /\
daj
vP QP

N T
v VP "(thak-khon)

_

Again, the conclusion that Thai quantifiers receive surfsmmpe relative to negation seems to be
borne out in this example. The one complication is the amityigif the subject quantifier. It could
be that because both NegP and QP are specifiers of the sareetiprgj they are in a mutual c-
command relationship, allowing them to be interpreted ihegiorder (cfMay 1985 p. 33). | put

this issue aside for now, and move on to more general isslasddo movement and scope.
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6.4 Quantifier Float as Quantifier Raising

In this section | introduce basic principles of Quantifieidtey (QR), a covert movement
operation which has been proposed to account for the kindiaftifier scope differences we saw
for Thai in the previous section. | show that some more recenteptions of QR characterize it
as movement or reconstruction to a position in the middidefdause, similar to where FQs have
been shown to be adjoined in Thai. | propose that these agjgiositions for FQs are generated
by movement of an entire QP, including the noun, and that teeodtinuity between these two

elements occurs at the interface of syntax with phonology.

6.4.1 The position of raised quantifiers

Quantifier Raising (QR,Chomsky 1976May 1977 1985 is an syntactic movement oper-
ation which provides a structural explanation for the amlgof English sentences such as the

following:
(52) A girl kissed every boy.

Depending on the scope of the object quantifier, the sitnather involves a single girl who kissed
every boy (narrow scope) or the weaker claim that for evegy theere is some girl kissed that boy

(wide scope). These two reading correspond to the folloyireglicate-logical interpretations:

(53) a. Jzx[girl(z) A Vy[boy(y) — kiss(z,y)]]

b.  Vy[boy(y) — Jz[girl(z) A kiss(z, y)]]

The purpose of QR is to generate syntactic representati@iscan be directly mapped onto the

semantic representations in (53).
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May (1989 proposes that QR involves adjunction of quantificatior@imphrases (or QPS)

to the S node (the modern TP). The order in which the two QPadjoined determines their scope:

(54) a. [plep3girl: ] [tp[qpV boy, ] [vpx T [vp kissedy ]]]]

b.  [rrlgpV boy, ] [tplqp3 girl: ] [tpx T [ve kissedy ]]]]

Obviously (54) does not occur on the surface, but applieslatea syntactic cycle, logical form
(LF), which is ordered after syntactic structures have liemmsferred to the phonological form:
(55) Deep Structure

Surface Structure

Logical Form Phonological Form
Thus, the need for QR as a syntactic operation is one of thé@itiaal arguments for the existence
of LF.
One of the more cumbersome pieces of May'’s analysis of diemdicope was his proposal
that quantifiers must also be able to undergo a Quantifier Liog@peration (QL, p. 97-105), mo-

tivated by examples where quantifiers serve as subjectssaigaredicates such as the following:

(56) A democratis likely ¢; to win the next election.

(56) can be read as either making specific reference to aplartidemocrat who the speaker has in
mind (say, Barack Obama) or it could be read as making a destatament about the likelihood
of any democrat winning due to, say, the status of the ecormmgcent poll numbers. These two
readings can be construed as wide versus narrow scopegsddirthe subject existential quantifier
relative to the matrix raising vetikely. The narrow scope reading, according to May, follows from

a process wherelby democratowers to the subject of the infinitive clause at LF.
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QL is theoretically problematic because the lowered gfiantieither c-commands its trace
nor satisfies the extension condition. The copy theory ofenment proposed i€homsky(1993
provided a more natural solution for this problem, wherelmvement is construed as an operation

which merges identical copies of the subject in two pos#j@ilowing either to be interpreted:

(57) A democratis likely ademeeratto win the next election.

Under this analysis, the scope of the quantifier relativénéoraising predicate is simply dependent
on which copy of the subject quantifier is interpreted.
Another apparent case of quantifier lowering in English ogds the ability of universal

quantifiers in subject position to scope below negation:

(58) Everybody isn't mad at me.

The relevant interpretation is most salient when a risestaéss is placed oaverybodyand sec-
ondary focus is placed on the vemiad (Biring 1997. McCloskey (1997 and Sauerland2003
provide arguments that the possibility of the universalnifi@ar scoping below negation in (58) is
due to the availability of a lower position for the subjectteirnal to the predicate. Of course, the
idea that subjects move up into their surface position has beound for some time befordjang
1993 Koopman and Sportiche 199Kuroda 1988 Sportiche 1988 Under the copy theory of

movement, we can provide the following representation 58:(

(59) Everybody isn’'t everybedy mad at me.

Here, the low scope reading e¥erybodyarises when the lower copy of the subject is interpreted.
Hornstein(1995 argues that given the availability of subject reconstaurcto its VP-internal
position, cases of inverse scope can be analyzed by pogitmgvement to a case position above

the predicate-internal position of the subject. Likewidehnson and Tomiokél997) argue that
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subject quantifiers reconstruct4®, where object quantifiers can scope above them by undgrgoin

OR to a projection above the subject tr&ce.

(60) TP
o
—

vP
_
everAy girl Dp
A v VP

b
some boy P

A boy T vP
R R e v DP

a —_
kissed every girl

Johnson and Tomioka’s argument for an analysis of QR whiabives subject reconstruction ¢®
involves examples with subject quantifiers, object quatfiand negation. They demonstrate that
when object quantifiers scope over subject quantifiers, mwdgings where the subject quantifier
scopes below negation are available. They account for énismglization by assuming that negation
must be merged above.

The structure proposed by Johnson and Tomioka to reprdsehftof sentences with inverse
scope in (60) resembles the positions proposed for FQs wiech observed in the previous section.
In particular, the DPs in (60) are attached to positions érthd-clausal spine, roughly arouné.
The main difference between Thai and the English structur@®0) is that the latter involve left-

adjunction and the Thai examples involve right-adjunction

8The difference between these two proposals is the questishether QR is A-movement or A-bar movement. The
main argument for QR being a case of A-movement is that itriofzsly clause-bound (e.Reinhart 199Y. The main
argument for QR being an instance of A-bar movement is ilviénking, cases of inverse scope within a DP, wHidday
(1985 relies on heavily in making his argument for QR more gemgr8ee als&ennedy(1997) for discussion.
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6.4.2 QP movement

In this section | argue that the most straightforward cotioapf Q-float in Thai is as move-
ment of an entire QP. However, if Q-float is QP-movement, itdsclear how it moves to and from
a position which appears to be right-adjoined to the clangehow the QP itself comes to be pro-
nounced in different positions. These difficult questionk lve addressed in the sections following
this one. Here, instead, | focus on the motivation for comsd) Q-float to be an instance of QP
movement.

In addition to accounting for inverse scope, movementdasalyses of QR have been main-
tained because they solve a basic problem precipitatedebgeimantics of quantifiers, particularly
in object position. This problem is made particularly clepBarwise and Coopdf981)’'s analysis
of quantificational determiners as two-place relationsvbeh sets, of typ&le, t), {{e,t),t)). In a
simple example such as (61-a), the first argument of the iieanthe restrictor, is the NP associate
of the quantifier, while the second argument, the scopegislttuse or proposition with which the
quantifier is associated (61-b). An obvious benefit of QRas ittallows any proposition to be inter-
preted as a set, i.e. a property, by virtue of the vacatedvaguposition, under the assumption that
the trace of movement is interpreted as a variable (61-c) haovement is interpreted as predicate

abstraction. The semantic interpretation of this strigctsigiven in (61-d):

(61) a. John laughed at every joke.
b. VY [restrictor JOKE ] [scopeJOhn laughed at |

c. [tp[gpevery joke ] [tp John laughed atveryjoke; ||

d. Vx[joke(x) — laughed.at(j,x)

Thus, QR solves the problem of quantifiers in object positidme question relevant for our purposes

is whether Q-float can be characterized as part of the sancegzo
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Indeed, a basic instance of Q-float, such as the Thai casg-a)(@lossed to English), has the
same problems with respect to quantifier interpretationuasitifiers in object position. Regardless
of whether (62-a) is an instance of subject or object Q-fiba,unclear how the appropriate NP is
associated with the FQ as its restrictor, and how the claagdunction as the scopal argument of

the quantifier, given that its arguments are saturated:

(62) a. [rpstudent [p [,p student read book Jdp every<LF ] ]]

b.  V [restrictor ? ] [scopeStudent read book ]

A movement analysis that makes use of stranding is imp@s$ill Thai, because the object NP
never moves (sectiof2.1). Suppose instead that both subject and object Q-floatiavolovement
of the entire QP. The problem of interpretation then woultarse, as the restrictor NP and the FQ
would occur together at every level of syntax.

In addition to avoiding both problems of interpretationsipag QP-movement also provides
a way of accounting for the locality restrictions noted ictgm 6.1.1, as QR is generally seen as
more limited than regular A-bar movement in its ability togs bounding nodes for movement. Un-
der an analysis involving QP-movement, subject Q-float @dmolve movement from the floated
position to the subject position, while object Q-float inved movement from the object position to

the floated position:

(63) a. Subject Q-float as QP-movement

[Tp [op, student evenGLF ] [,p [,p v read book J¢; ]]
A |

,,,,,,,,,,,,,,,,,,,,,,,,,

b. Object Q-float as QP-movement

[tp student [p [,p student read; ] [gp, book everyeLF ] ]]
I A

In conjunction with the evidence from adverbials and scy¢ FQs occupy a position arouné,
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Thai Q-float can be transparently viewed as a subcase of Qir time analysis of QR afohnson
and Tomioka1997. This can account for the restriction of Q-float to quantifias well as provid-
ing at least a partial explanation for the scope of FQs. Tkegint needs little elaboration. QR is
restricted to quantifiers because of their type. Ergo, thgiction of Q-float to quantificational NPs
can be attributed to their type.

The scope of FQs relative to negation have been shown iroee&:8.2to follow from the
idea that negation can occur in different positions. If weetthose FQs to include their nominal
restriction, as argued above, then the ability of FQs to teFpmeted in their floated position follows
directly.

However, the QP-movement analysis leaves several qusatitenswered, which are dealt
with in the following sections. First, secti@4.3outlines a theory for rightward direction of Q-float
in Thai. Then, sectio®.5 makes a proposal about how the QPs in the derivations ab@arise
separated at the interface with PF, a proposal which is drgupermit a partial explanation for a

generalization about the availability of FQs in differetdgssifier languages.

6.4.3 A toy theory of specifier directionality

Thai seems to exhibit a clear distinction between adjundh$ch are on the right, and speci-
fiers, which are on the left. Suppose that the traditiondlrdison between adjuncts and specifiers
were dissolved, as has been suggested for examp{aynye(1994. Suppose, too, that the decision
as to whether a specifier is spelled out on the left or the iiglat given language is regulated by
specific syntactic features of the specifier.

If we assume that subjects move to their surface positiorhai, Tdriven by the presence of

9This general idea was borrowed in part from a course taugiawd Pesetsky and Danny Fox at MIT during the
fall of 2009. They proposed that a distinction exists betwiemer specifiers, which are ordered on the right, and outer
specifiers, which are ordered on the left. The formal basthisfdistinction is not clear. A different approach to deriv
directionality of specifiers based on morphological prtipsrof the moved constituent can be foundlghnson2011).
Both of these ideas are ultimately attempting to accounttferrightward direction of QR, motivated by the analysis of
extraposition ofFox and Nissenbaurf1999 and the analysis of Antecedent-Contained DeletioRdr (2002.
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an EPP feature, we can exploit this feature to account fospleeifier/adjunct distinction. In other
cases of non-EPP driven merge, such as adjunction, or memgerasons of theta-assignment, the

‘specifier’ is spelled out on the right, as a putative adjunct

(64)

/TP\

Satisfies EPP= DP; TP
A /\
3 Trom vP
: vP AdvP — no feature checking
3 s
| vk DP; < receives subjed-role
I PN I
! Vg .. |

The idea that the EPP, as a feature, bears directly on theingapptween syntactic structures
and pronunciation was also used Rynes(2004 to account for the preference for pronouncing
structurally higher copies. Nunes proposes (pp. 31-32)ttia is so because the highest copy
has the most checked formal features, and derivations dsutonverge once formal features have
been checked. If feature checking is relevant to the PFfaderfor determining which copy is
pronounced, the idea that these same features might bamelier determining the directionality
of specifiers is not too far-fetched.

Consider briefly the other cases of leftward specifiers ini:Ttogics occur on the left, mo-
tivated by a Topic head, which presumably must have a filletifpr Rizzi 1997, NPs occur
on the left within noun phrases, likely due to an EPP featur¢he D head, and instances of VP-
movement discussed in chap&are pronounced on the left as well. Other cases are moreuttiffic
including negation, which | just argued is a verbal spegifierd numerals, which | argued occur

in [Spec,CIfP] in chapteB. Solutions are imaginable, however. Perhaps negationr®e@sithe
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specifier of a separate Neg projection, as propose@ibhgue (1999 p. 120-126), which has an
EPP feature which must be filled by an overt negative speaifiégrin Thai. For numerals, the idea
that classifiers contain an EPP feature is also quite naespkcially given the arguments for that
position in sectior3.2.2 Based on these considerations, the idea that only cempaiifiers are
spelled out on the left seems plausible.

Given the distinction in subject positions in (64), the féeit FQs emerge on the right can be

derived from the observation that predicate-internal esttisjalso appear on the right:

(65)

T

receives case from¥= QP TP

TNOM 'UP
/\

vP QP, < receives subjeat-role

PN
Vg

L _»

In addition to these two positions, the subject QP could ingiple move through additional mid-
clausal projections on the way to its surface position, mtiay leading to different scopal interpre-
tations. For our purposes, though, the two positions in &é&)sufficient. In the following section |
propose a mechanism which regulates where the differerin@ial elements are spelled out and
what their scope is in these different elements, derivinto@.

For objects, the derivation is different in that the casatmwsand the theta position are the
same, as the complement of the verb. Q-float is caused by pleediyven movement of the QP to

thevP level. Because it does not move to check any criterial feafut is spelled out on the right:
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(66) TP
/\
T vP
/\
vP QAPi < no feature checking
V Acg\QPi i <= received-role and case from V

The actual projection which the QP moves to is, in princifileg, though we saw in secti@1.3
that they cannot move into the upper CP domain.

It is unclear why object quantifiers move to the or other mid-clausal levels rather than to
some higher projection, such as above the surface positithre subject. This may be an instance
of derivational economy: theP level is the first one where the quantifeambe interpreted, due to
the position of the subject there.

In summary, | am proposing that Q-float in Thai is related ta@ifier Raising, a scope-
driven movement operation which is restricted to quansfigihis leads to the claim, independently
necessary for semantic reasons, that Q-float involves mewenf the whole QP. A movement-
based analysis is made more plausible by the stipulatidrspgeifiers on the left and right in Thai
are structurally identical except for the requirement técifiers on the left satisfy some EPP
feature in the clausal spine. This proposal allows Thai @tfto be seen as an instance of QR as
movement and reconstruction to a mid-clausal level, bwele@pen the questions of how FQs and

hosts become separated, and why quantifiers receive sgdape relative to negation in Thai.
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6.5 Interpreting and Pronouncing Quantifier Float

This section addresses the question of how a single QP cantesdpelled out in different
positions within the clause. It is argued that this regtiicarises after ‘narrow syntax’ is complete,
at the PF interfac€homsky(2004 2005. In particular, | argue in sectio®.5.1that the spell-out of
copies and show that Thai Q-float can be seen as a case ofadattdetion Fanselow ancavar
2002 Nunes 200% In section6.5.21 introduce the constraints which lead to the particulaetieh
pattern that is found in Thai, which | also argue accountlferlbcality restrictions on QR. Finally,
| present a generalization about the availability of cliessiloat in different languages in section
6.5.3 | argue that this generalization can be captured by thendlaat the QP or DP constitutes a
cyclic domain for transfer of syntactic information to timegrface with phonology. | show how this
constraint can account for the observed generalizatiahcansider alternatives.

The analysis | present has a clear inadequacy, howeverertis® predict, incorrectly, that
Q-float should only be possible in those cases where it tal@gsesin a different position relative to
some other scope bearing element than it would in argumesitigo@ | argue that this shortcoming
can be resolved by introducing focus into the analysis. #hilo not offer a full integration of

focus into my analysis, | suggest directions for such argiatigon.

6.5.1 Linearization and Copy Pronunciation

There is a line of work stemming frolkayne (1994 in which the interface between syntax
and phonology is characterized as a procedure which ttagdtéerarchical structure into a set of
precedence statements which serve as instructions foupcation. To give a primitive example,
Kayne takes a structure such as (67-a) to be translatedhatprecedence statements in (67-b),
where precedencey, is determined by c-command, and only terminal nodes arslated into

precedence statements:
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(67) a. IP
/\
NP VP
‘ /\
N \Y NP

\ \ \
John likes N

|
Mary

b. {John< likes, John< Mary, likes< Mary}
or {John< likes < Mary}.
Unlike Kayne (1994, | do not tie the precedence relation directly to c-commawdl take direc-
tionality to be determined by other factors, such as featbeeking, as detailed in sectiém.2

Linearization theory is particularly interesting in itsténsection with the copy theory of

movement, as movement in this theory leads to contradidtioegarization requirements, as shown

in (68):
(68) a. CP
NP; CcP
'T‘ C P
|
Who goes NP VP
‘ /\
N V NP
| |
\]o‘hn like N
|
Who

b. {who< does< John< like < who}

Here,whomust both precede the other members of the clause as wellas fbem. In order for
this string to be pronounced, one of these copies must beedele

Nunes(2004 demonstrates that deletion occurs in three different wiapending on various
morphological and semantic considerations in differemgjleages (see al®pbaljik 2002 BoSkovic

200]1). The most common way of pronouncing (68), as in Englishplives deletion of all but the
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highest copy. Some authors have stipulated the pronuociati the highest copy as a general
preference Bobaljik 1995 Pesetsky 1997 Nunes(2004 attempts to derive this preference from
more general principles, arguing that copies with more aokéd features are preferentially deleted.

In addition to cases above where only one copy is pronourdedes(2004) presents exam-
ples from various languages where multiple copies withinogement chain are pronounced. For
example, in German multiple copies oihdr-moved element can occur overtly:
(69) WendenkstDu wensie meint wenHaraldliebt?

Whothink youwho shebelieveswho Haraldloves
‘Who do you think that she believes that Harald loves?’ Far{selow and Mahajan 1995

Such examples provide evidence for the copy theory of mowgras well as the idea that the con-
ditions leading to the pronunciation of the different menstaf chains are subject to crosslinguistic
variation. In the case of German, Nunes proposes that thedndvphrase in (69) is actually a head
which is morphologically fused with the probing C-headdieg to distinctness among members of
thewh-chain, allowing multiple copies to be pronounced. Theighilf German to morphologically
fuse heads leads to the ability to pronounce multiple copies

The final way that copies can be pronounced is by scatteretiat®l which combines aspects
of both strategies above. Like in the single-copy cases$) eletnent is only realized once, but these
elements are realized in different positions, as in the iplalcopy cases in (69). Consider the
following examples, the first from Croatian and the secondfGerman:
(70) a. Nakakav je Ilvankrov bacio loptu?

Onwhat-kind-ofbe Ivan roof throw ball
‘One what kind of roof did Ivan throw the ball?

b. Wieviel hater Schweinegekauft?
how manyhashe pigs bought

‘How many pigs has he bought?’ Fénselow ancCavar 2002p. 68)
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Fanselow and:avar(zooa proposes that the motivation for scattered deletion inctmes above
is that the moved constituent simultaneously checks twerdifit discourse-oriented features in the
two positions. In (70), the setence-initi@h-component checksah-feature on C, while the lower
noun phrase checks a focus feature on some lower projedtiones(2004 p. 25-30) discusses a
number of other cases of scattered deletion (seeBoSkovic and Nunes 2007

In the framework oNunes(2004), scattered deletion is a costly operation because itteisla
a preference to pronounce a single copy in a chain. Economglitcans prefer to pronounce a
single copy because the deletion process by which chaingedueed targets the smallest number
of constituents to allow that chain to be linearized. Dalgtihe highest node which dominates
the chain is more economical than deleting different sutbesdn different positions (p. 27). This
means that scattered deletion occurs only if required byesoverriding system of constraints.

The following section examines how other constraints attewith the preference to spell

out a single constituent, defined below:
(71) *DELETE: Delete the smallest number of constituents to satisfyalization requirements.

The constraint above is not responsible for deciding whigbyds deleted, an effect which Nunes
attributes to the feature system, but only the preferencéhtokind of deletion we see in English

wh-movement, rather than scattered deletion.

6.5.2 Transparent Interfaces in Argument Tracking and Sco

In order for *DELETE to be violated, there must be constraints which prefer bathnga
to occur in their case positions, as they always do in Thad, fan quantifiers to occur in their
floated position. These constraints would together faverdiscontinuous pronunciation of QPs.
| propose that both constraints are based in the idea that & tnansparently reflect semantic

relations between syntactic items when possible. In tlganck| follow the proposal oBobaljik
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and Wurmbrand2008 (BW) in proposing that such constraints reflect an asymyrtsgtween LF
(meaning) and PF (form): PF is faithful to LF.

The first principle regulating the mapping from syntax to Bguires transparency argu-
ment trackingthat is, the ability to determine which noun phrase serdgisimsyntactic function in

a clausé?®

(72)  Argument TransparendfArT) Syntactic relations (e.g. subject, object, etc.) troestrans-

parently reflected at PF.

In principle, ArT could be satisfied by one of three ways: witbrd order, agreement, or case
marking. As is well known, languages which allow free wordertend to be those which use
rich morphology to mark the syntactic functions of noun glesa(e.gMarkman 200%. This state

of affairs is expected under ArT because word order, agragraad case are all ways of ensuring
Argument Transparency. Because Thai lacks case and agreeime effect of ArT in Thai is to
require thainounsbe spelled out in their argument (case) positions. ThugesublPs are always
spelled out in subject position, and object NPs are alwag#iespout in object position, etc. We
might call this subcase of ArT th&nalytic NP Principle which states, roughly, that noun phrases
in analytic languages lacking case and agreement must beymmoed in their case positiohs.

The other principle which requires that PF transparenfigceLF is Scope Transparency, or

1911 the framework oWilliams (2003, a similar idea is encoded as two different requiremenmts regulating mapping
between semantic relations (or argument structure) arel easl another regulating mapping between case and surface
structure. The constraint | have in mind is closer to theetatt

n addition to their rigid word order, the Analytic NP Pripi& seems directly tied to two otherwise mysterious
properties of isolating languages. These include the alesehovertwh-movement, which is extremely uniform across
these languages, and somewhat paradoxically, the staheadf all of these languages as ‘radical’-pro-drop laiggsa
(cf. Huang 1984 It is well-known that languages which allow arguments ¢comitted freely fall into two categories:
those with extremely rich morphology and those with extignp®or morphology. The latter case has always been
puzzling, as it has often been claimed that agreement iss#ie mechanism which gives rise to argument omission (e.g.
Alexiadou and Anagnostopoulou 1998Due to the Analytic NP Principle, however, null noun plessare allowed in
languages with isolating morphology precisely becausadh anguages arguments predictably occur in a fixed pasitio
Due to this, they can be omitted because their surface posgiinvariant.
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ScoT. This constraint is used by BW (p. 3) to account for a remolb cases where word order and

scope interact. BW’s definition of the constraint is proideelow??

(73)  Scope TransparendscoT) (1st version):

If the order of two elements at LF is A& B, then the order at PF is A B.

BW propose that the> relation “represents the canonical manifestation of nadriaal order at the
relevant level, roughly scope at LF ... and linear precedet®F” (p. 3).

This does not suffice for Thai, since the mapping betweemertand and linear order is not
direct, but is subject to an ordering condition among sparsifi Thus, | adopt a slightly different

version of ScoT, shown below:

(74)  Scope TransparendyscoT) (2nd version):
If the order of two elements at LF is & B, then pronounce syntactic objects which trans-

parently reflect that order.

Here, the syntax transparently reflects scope at PF by s&jemipies which have the appropriate
height relative to each other. If there are multiple copikis does not necessarily have the effect
of spelling out a copy which is interpreted. Instead, Scolly @enalizes cases where two scope-
bearing elements are spelled out in positions with a stratctelationship which is different than
the one which is reflected in the semantics.

Consider how these constraints together derive subjea&-from sectior6.3:
(75)  nak-rian(yan) maj [vp kin khaaw] thak-khon

student still NEG eatrice every-cLrerson
‘Every student still hasn’t eaten.’ V> sy

12The idea that grammar favors isomorphism between scope ardlarder is not unique to BW; they cite a number
of additional variations of the idea in earlier work to whitte reader is referred.
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The fact that the host is pronounced in subject position eseen as an effect of ArT, while the
fact that the quantifier is pronounced in the position wheiinterpreted can be attributed to ScoT.
Together, these constraints overcome the preferencemfeTE to delete a single QP.

The same considerations apply for object Q-float, as Scalinegjthat they be interpreted in
their floated position at the expense OLETE:

(76)  Joemdj [vp phopnakrian] méawaannii thik-khon

JOENEG meetstudent yesterday every€LPe so"

‘Joe didn’t meet all of the students yesterday’ V>—-,—>V
Again, the ambiguity of quantifiers in these cases has beamrsto follow from the variable posi-
tion of negation.

Now recall that quantificational subjects receive obligatugh scope above negation. This
can be made to follow from the proposal above in that the sanf@sition of quantifiers is proposed
to be the position in which they are interpreted. Reconstman (77) is prohibited by ScoT, and
both ArT and DELETE is satisfied as well.

(77)  nak-rianthtk-khon  (yan) maj [vp kin khaaw]

student everycLP¢" 5™ still NEG eatrice

‘Every student still hasn't eaten.’ V> x>V
The analysis oBobaljik and Wurmbrand2008 actually predicts that reconstruction should be
available in such cases because ScoT can be violated in @@seather interface constraint, such
as *DELETE, is satisfied. Yet Q-float is freely available for argumemnt§ hai, which indicates that
violations of *DELETE may be relatively inconsequential in this regard. Thus,nioee important
constraint for the Thai subject facts is ScoT, which reauilat subjects receive their surface scope.

Object quantifiers constitute a special case because thayeser interpreted in situ, but al-
ways must undergo QR. Nevertheless, ScoT predicts that glremtifiers surface in object position,

they should always have low scope, as objects are alwayartiécally below negation:
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(78)  Joemdj [vp phopnakrianthk-khon ] mi#iawaannii
JOENEG meetstudenteverycLP¢ "  yesterday
‘Joe didn’'t meet all of the students yesterday’ VE - —>V
Thus, ScoT is satisfied despite the fact that objects areatealdy interpreted in object position.
The observation that Thai quantifiers always receive sarfampe follows from Scopal
Transparency, which requires that the surface positiomantifiers transparently reflect their scope.
On the other hand, the requirement that noun always app#aiirargument positions follows from
what | term Argument Transparency, which requires that {fmagtic role of arguments be trans-
parently reflected in the phonological form of the sentenbegether, these constraints lead to a
violation of *DELETE, which prefers that a contiguous copy generated by movebsespelled out.
The Thai facts are somewhat puzzling from the perspectiB/fwho argue that if ScoT can
be satisfied without making recourse to ‘costly’ PF operatjdhe application of such an operation
in order to satisfy ScoT is generally prohibited. Thus, weuldoexpect that Q-float would be
prohibited from, say, object position whenever the quasttgtoped below negation. This is because
ScoT, ArT, and beELETE are all satisfied when the QP occurs there. Thus, the surgtising about
Thai Q-float is how freely it applies. | return to this issugeatonsidering the distribution of Q-float

in classifier languages.

6.5.3 Quantifier float in classifier languages

In the previous section, attention was restricted to aivelgtsmall number of constraints and
their effect on copy deletion. We might wonder if there aifgeotconstraints at work in constraining
the linearization of QPs. In this section | present a crogsiistic generalization about the basic
order within a noun phrase which suggests that Q-float linaéon is constrained bgonsistency

(Fox and Pesetsky 200Bo 2007).13 Consistency is the requirement that once linear order estab

3Note that this is a different kind afonsistencyhan the semantic test for definite articles discussed ipteha and
chapters.
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lished in one spell-out domain, it must observed in lategesteof linearization. The generalization
below provides evidence both for the analysis of Thai Q-fisadn instance of scattered deletion as
well as providing evidence that the DP/QP constitute phesasansfer to linearization in Thai and
other classifier languages (¢feck et al. 2008Kramer 2009 Svenonius 2004

The generalization below is the result of a survey of Sowhéaian languages for which
speakers or grammars were available. This survey revdaed/hile rightward Q-float ojuantifier-
classifier constituents is common in classifier languages, it seeme toohstrained by the word

order within the noun phrase:

(79)  Quantifier Float Generalization
Rightwardquantifier float (of th&)/Num-Clj) is only attested in classifier languages which

allow the DP-internal ordeN-Q/Num-CIf(N-Q).

Most of these languages only allow rightward Q-float, an peawlent tendency. However, Japanese
and Korean also allow FQs to scramble to the left across #sswciated hosts.

The generalization in (79) covers Thai, which has the apyatgg word order, as well as
Japanese and Korean, which all@ACIf constituents to either precede or follow nouns QP-intéynal
In addition, Q-float is attested in the following classifianguages, with examples provided:

(80) a. dii-nee Yangoun-kocaun-thaathoun-yauq laa-ke-te
this-dayRangoon-tostudent  3-CL came

b. dii-nee caun-thaaYangoun-kothoun-yauq laa-ke-te)
this-daystudent Rangoon-to3-CL came
(both) ‘Today three students came to Rangoon.’ (Burm&sapson 2004ex. 3)

(81) a. é4_Zi33 thulglz,lg?’ ﬁi31_p031 i31_ﬁi31 pI31 044
child  book 2-CLF  today readsFp

10f course, leftwards quantifier float is attested in, for eglmfrrench ‘Quantification at a distanc&ayne 1975.
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b. af14_Zi33 thIII?’IZ.I?’3 i31_ﬁi31 ﬁi31—p031 pI31 044
child  book today 2-CLF  readsFp
(both) ‘Children read two books today. (Nuosu/Yi; Suhua, idic.)

(82) a. khruu bey-nietem sip"ol
teache3-cLF  readbook

b. khruu em siphol bay-niet

teachereadbook 3-cLF
(both) ‘Three teachers read a book.’ (Khmer)

(83) a. phucesi-so cwady hoho
child 3-cLFgo to school
b. phdcecwady hoho si-so

child go to school3-cLF
(both) ‘Three children went to school’ (Kayah 1SolInit 1997 p. 161)

(84) a. manok a-bulat ade?
chickenl-cLF big

b. manok ade? a-bulat

chickenbig 1-cLF

(both) ‘One chicken is big.’ (Moken)
Like Korean and Japanese, Burmese and Yi are both SOV laaguwamgl thus allow relatively free
word order within the sentence. As such, the presence oftifjearfloat in these languages is not
too surprising. More striking is the ability of quantifieis float in Khmer, Kayah Li, and Moken,
all of which are SVO. While all of these languages are spokethé same general linguistic area,
in western Southeast Asia, they represent several difftarguage families. The one property that
all of these languages share is that they allowNk® word order, either as the only word order, as
in Thai, Burmese, Khmer, Yi, Kayah Li and Moken, or as one @f #vailable word orders, as in
Korean and Japanese. In fact, | have not found a classifiguége with the N-Q word order that
does not allow rightwards Q-float.

On the other hand, despite a rich literature on the syntaysandantics of Mandarin Chinese,
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a similar construction to Q-float has never been repditethy discussion of the same phenomenon
is similarly absent in the literature on Viethamese, andngnars of Hmong languages likewise do
not mention the ability of quantifiers to float. Yet all of teelanguages have as a default @eN
word order, and thus would not be expected to exhibit Q-flodeu the generalization above.

The generalization i(79) follows from the proposed analysis along with the additiaran-
dition that the QP or DP serves as a cyclic domain for lineéion. What this means is that once
word order is established at the QP level, the relative wodérocannot be changed. Because Thai
noun phrases have the ordé1Q, and QR moves quantifiers to the right, Thai nouns and quenstifi
can be pronounced in their argument and scope positiorectggly, while this order is respected.
This entails in turn that while linearization statements ixed once the spell-out of a phase is
determined, those elements do not have to appear contiguioulater phases. This property of
linearization is calleadtonsistencyy Fox and Pesetsk{2005 andKo (2007).

Consider again the Thai example. When the QP is computetinéae order is as in (85-a). at
a later phase, say, th®, the additional statements are added in (85-b), whichvuewontradictions
regarding the position of the elements in Q due to movemerdtt&ed deletion can only apply in
a way which is consistent with the QP-internal order. Th8s;() is allowed, as we have seen, but

(85-d) would not be.

(85)  Consistency in rightwards Q-float from object position WNHQ order
a. QP={NP<Q<CIf}
b. vP={V <QPR <Adv<QP}
c. {V<NP<Adv<Q<CIf}

d. *{V<Q<CIf<Adv<NP}

15 An interesting connection in this regard is that Mandarinn@se does have a way of universally quantifying over
subjects adverbial, through the preverbal operdtmg which has been given significant attention in the literaton
Mandarin (e.gXiang 2009.
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This proposal would account for the absence of Q-float instfi@s languages with the order
Q-N, but only if adverbs in these languages occurred seeténally, as in Thai, which would
predict that like Thai some specifiers in those languagespetied out on the right. However,
most adverbs precede the VP in both Vietnamese Qruffield 1999 and Chinese (e.dernst 1999
2002. This means that Q-float from subject position violatesststency, as it occurs to the right

(86), but Q-float from object position does not, as it wouldobedicted to occur to the left (87):

(86) Inconsistency in rightward Q-float from subject positiotha®-N order

a. QP={Q<CIf<NP}

b. CP={QP <Adv<QP,<VP}

o

{Q<CIf <Adv<NP<VP}

o

. *{NP<Adv<Q=<CIf <VP}

(87)  Consistency in leftward Q-float from object position witiN@rder

o

QP ={ Q< CIf < NP}

b. vP={Adv<QPR <V <QP }

o

{Adv < Q< CIf <V < NP}

d. *{Adv<NP<V <Q<CIf}

| do not know of any evidence that this prediction is correctd even if leftwards Q-float from
object position is not allowed in these languages, thisatbel due to other factors. | return to this
puzzle in the following section.

Before concluding, it is worth mentioning some alternagxg@lanations for the generaliza-
tion in (79), and the types of analyses of Q-float that those explanatimud favor. For example,
one could claim, as | do, that the N-Q order is generated byrMdRPement, and that every instance

of Q-float is actually generated by stranding. Thus, thelaiity of Q-float qua stranding would
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be predicated on the prior existence of NP-movement witierQP. The problem with this analysis
for Thai, at least, is that object quantifiers are clearlycttirally higher than their associated noun
phrases, as | showed in secti6r2.], so it does not seem to be sufficient to handle all of the cases
of Q-float which the generalization covers.

An alternative mode of explanation would be to claim, as Irddanks(2010, that Q-N and
N-Q languages have different structures within the QP:evipilantifiers were functional projections
above the noun in Q-N languages, they were adjuncts in N-Quizges. Because quantifiers are
adjuncts in N-Q languages, they could adjoin either to thewrar another constituent. This analysis
has a precedent iDoetjes(1997 andBenmamour(1999, who observe that generally quantifiers
which can attach both to VPs and nouns have the syntax of @djuHowever, it is not clear under
this view how to derive the correct interpretations of flobadgiantifiers. We have already seen that
there is no evidence for interpreting FQs in Thai as ‘pure/eadials, and the explanation for the
generalization ir{79) must account for the existence of Q-float in all of those |aus.

Another way of capitalizing on a structural difference wibbk to say that because quanti-
fiers are adjuncts in N-Q languages, they can be adjoinecetadhn in the floated position, after
the noun moves there covertly. This analysis would folloes éimalysis of extraposition Rox and
Nissenbaun{1999, and would followSportiche(2005, among others, in claiming that quantifiers
and their semantic restrictors are not necessarily caestit at every stage of the syntax. The expla-
nation for the generalization under this view originateshie idea that late adjunction is restricted
to adjuncts Fox and Nissenbaum 199Bebeaux 19881990. Such an analysis would still have
to explain why NPs moved to or from the right side of the clausavever, and would have no

explanation for why extraposition was impossible for naragtificational adjuncts in Thai.
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6.6 Further directions: The role of focus

Let us review what we have learned about Thai Q-float: it itriced to argument$.1.1,
only quantifiers can floa6.1.2 and they float to a position between VP and €P.3 The data
regarding the position of FQs from sectiéril.3was further corroborated by data from VP-ellipsis
6.2.1, which showed that FQs lie outside of the VP, and data fronpes6d3, which additionally
demonstrated that Thai FQs seem to be interpreted in thé@cguposition at least respect to nega-
tion, which quantifiers in subject and object position latk@antificational variability with regard
to negation. This latter fact led to the analysis of Q-floaQasntifier Raising in sectio6.4.

The proposed analysis successfully accounted for why FQg @t the position that they do,
why they are interpreted there, why Q-float is restricteduargifiers, and why languages must have
N-Q word order in order to allow Q-float. However, several asp@ftthe analysis are somewhat
troubling. For one, is not cleawhy QR should be overt in these languages. In addition, the role
of ScoT in Q-float is somewhat different than in the cases rvlskeby Bobaljik and Wurmbrand
(2008, as Q-float is allowed in even when it does not affect scopethErmore, while our analysis
was able to account for the Q-float generalization abovdilliis not clear whyleftward Q-float
is not allowed in languages wit®-N word order. | would add to these problems the additional
complaint that the rightward nature of QR was essentiallywed by a stipulation.

These problems may all be due to an oversight in the propasagisis, namely, the impor-
tance of focus in deriving Q-float in the first place. Thereititel work on focus in Thai, though,
and working out an articulated analysis of Q-float along ¢hiases would require a number of
fundamental issues to be addressed in this domain.

The basic analysis would go as follows. QR derives varioustipos for quantifiers, as
described above. Quantifiers can be focused in any of thessgons. Focus is realized as rightward

displacement of the quantifier, to the clause final positiurch focus-driven movement to the right
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is actually quite common crosslinguistically (&uring 2009. The quantifier and noun are spelled
out discontinuously due to conflicting requirements onrthednunciation, as before, only now the
requirement that the quantifier be spelled out on the righeardue to its need to take focus. The
fact that only quantifiers can be focused in this positionldte derived from the unique ability of
guantifiers to be interpreted in non-argumental positions.

Such an analysis avoids the problems of a pure ScoT-basésianaecause the rightward
position of the quantifier is no longer motivated by scopesatgrations, but by information struc-
tural ones as well. Furthermore, it does not require a sttpdldistinction between rightward and
leftward specifiers, which could be reclassified as a purérasnbetween specifiers and adjuncts.
Such a view also provides a clear explanation for why QR isetones overt — because raised
guantifiers are sometimes focused. Finally, an analysishemlin terms of focus may allow an
explanation for why leftward Q-float does not occur, as laftivpositions are clause-internal, and
thus would not aid in the realization of focus on the quamtifie contrast, rightward positions are
peripheral, allowing the quantifiers to be prominent, agigired by focus more generally.

In addition to its theoretical merits, there are empiricativations for adopting a focus-
driven approach to Q-float. For one, the intonational breddserved in sectiof.1.3show that the
FQ is preferentially associated with the boundary of annatimnal phrase, as would be expected
of a focused constituent (see ag8iiring 2009. Likewise, floated quantifiers trigger intervention
effects with lower wh-expressions, though the exact gdimatin is unclear. Intervention effects
are identified with focus in existing literatur8éck 200§. One challenge in analyzing Q-float in
terms of focus is working out how focus on quantifiers affeélatsr available scopal interpretations.

A number of other facts are still unknown or poorly understabout Q-float. In particular, it
is not clear what the effect of Q-float is in sentences coirtgiguantifiers in both subject and object
position, paradigms which are particularly difficult foas®ns outlined in sectidh5.2 These types

of sentences are also fertile ground for further work.
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Conclusion

As | conclude, | briefly summarize major properties of Thaitax covered above and discuss
three larger issues that they raise about syntax, the sgetaantics interface, and the architecture
of grammar. | first address the implications of the claim ttatisal arguments can be either DPs or
NPs, in particular the extent to which this view is compaibith different conceptions of linguistic
variation. The second issue, going backttomsky(1970), is the extent to which nominal structure
and clausal structure resemble one another. The final issuéhe deterministic structure-building
operations of syntax are constrained by interface conditemnd economy constraints, and whether

there is any principled way to distinguish the two.

7.1 Summary of the Dissertation

To begin, in chapter2 and3 | outlined a number of properties of Thai clause structur@ an
Thai noun phrase structure. The discussion of clause steuébcused on functional levels be-
tween VP and CP that serve to introduce external argumedttoapecify the aspectual and modal
properties of the verb. This discussion highlighted thesixto which Thai clause structure is

highly isolating and rigidly ordered, and | argued, follogithe work ofSimpson(2001) and Vi-

314
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sonyanggoori2000, that apparent exceptions to the right-branching streabdi the clause should
be analyzed as instances of VP movement.

While my discussion of noun phrase structure also focusddmtional elements above the
noun, the semantics of bare nouns and their ability to foncis bare arguments was seen to provide
evidence for an analysis of Thai nouns in terms of kinds. Adidally, some novel arguments for
the status of classifiers as functional projections of thennaere provided, which argued for a
similar conclusion from that found in earlier work. My pragads about plural marking, quantifiers,
and deixis comprised a novel analysis of the Thai DP whidkseln the idea that strong quantifiers
are overt instantiations of the D position in Thai, whilealiei elements, such as demonstratives,
are adjuncts attaching to CIfP.

Chapter took up a problem related to the Thai complementizer systeparticular why the
same complementizehii, introduces both relative clauses and noun-complemeunseta but does
not appear in sentential complements of verbs. The paradigomplicated by the observation that
these latter cases involve a distinct complementiwég, which appears only in verb-complement
clauses and noun-complement clauses, but not in relatiteses. | proposed thdiii is actually
a relative operator-cum-complementizer, and that it ac@ujust those positions where embedded
clauses are interpreted as predicates rather than argeimleatgued that when these predicative
clauses occur noun-phrase-internally, they combine aghnoun by predicate modification. This
analysis ofthii necessitated a view of nhoun-complement clauses as nomuwudifiers, which was
justified on empirical grounds.

In chapter5, | examined a phenomenon | dubbed tiassifier-modifier constructignin
which classifiers are licensed by nominal modifiers. | argihedl the CMC involved a null D head,
following earlier work, but proposed that in the CMC it is tmedifier rather than the classifier that
is the complement of the null determiner. | showed that thigppsal in conjunction witiAvoid

Structure an articulated structural economy constraint, could actdor the absence of ‘bare’



Chapter 7: Conclusion 316

classifier phrases in Thali, that ispun-classifiersequences receiving a definite interpretation. |
also demonstrated that this structural economy constcaimectly predicts an attested correlation
between the unavailability of definite bare nouns in a lagguand the ability of that language to

use definite bare classifiers.

Finally, chapte6 branched out from noun phrase internal structure, exagopirntifier float

in Thai, which I argued was an overt manifestation of Quaetitaising. Evidence for my analysis

came from new facts about the height of floated quantifierg;iwilemonstrated that floating quan-

tifiers were able to take scope lower than subjects, but hitfiaa objects. | argued that quantifier

float is generated by movement of the entire quantified nouasgh and that the dissociation of the

guantifier from the noun in Thai occurs in the mapping fromtagtic structure to PF.

7.2 To D orNottoD?

In the preceding chapters, a view of Thai noun phrases uéated where both NP and DP
function as arguments, but the choice between them is ptetti Noun phrases containing bare
nouns and modifiers project only NP, which accounts for tredative freedom of interpretations as
kinds, generics, definites, and existentials. Noun phresetining classifiers project DP (&Vu
and Bodomo 2009 and this D can be filled either by quantifiers or by a choigecfional deter-
miner. While perspective in itself is compatible with a franork where bare nouns denote kinds,
as inChierchia(1998, or properties, as iDayal (2004, the kind analysis provides a principled
explanation for the existence of classifiers as well as ferdistribution of those determiners we do
find in classifier languages (see below).

In chapter 5 the claim that arguments only sometimes pr@)calso had empirical benefits
specific to Thai, framing an account of how modifiers licengssifiers in terms of competition: all

things being equal, definite NPs are preferred to definite Ib#Feause they are more economical.
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When modifiers occur as the complement of D, this competii@ileviated. The idea that definite
NPs compete with DPs is supported by the observation thairtheailability of definite bare nouns
in many classifier languages correlates with the avaitsdoli definite bare classifiers. Admittedly,
this does not constitute a direct argument for definite NPsueh arguments are hard to establish
based on a single language — but abandoning this aspect ah#igsis would leave the licensing
effect of modifiers in the CMC an outstanding problem.

The alternative view, advocated by mamofigobardi 19942005 Stowell 1991 Szabolcsi
1994, is one where “reference to individuald’dngobardi 2005 whether kinds or definites, al-
ways correlates with the existence of a DP projection. Theefies of this perspective are largely
theory-internal, as it provides a transparent mapping fetrmcture to meaning. If this stance is
correct, however, the absence of overt definite articlekanv/ast majority of classifier languages is
puzzling. Itis also unclear why there should be any diffeeehetween generalized classifier lan-
guages that require classifiers for definite reference, asg@antonese, and those that do not, such
as Thai (as discussed in sectibr.]). It is important to note that there is an identical distioigt
between number-marking languages that allow bare nouns ttefinite, like Hindi and Russian,

and those that do not, like English and German:

(1) DISTRIBUTION OF BARE NOUN INTERPRETATIONS IN DIFFERENT LANGAGES

\ Generalized classifiers Number-marking

Indefinite and definit Mandarin, Thai Russian, Hindi
Indefinite only| Cantonese, Hmong English, German
Restricted none attested Italian, Spanish

In the table abovéndefiniteis taken to range over kind, generic, and existential regdimhile
restrictedmeans that bare nouns in these languages only occur inrceyafactic positions. The
availability of definite readings of bare nouns in numberrkiray languages generally is predictable
from the absence of articlesChierchia(1998 and Dayal (2004 attribute this observation to the

Blocking Principle which disallows covert definite type-shifts if an overtieg is available. Yet
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articles are rarely overt in any classifier language, makirigss clear why there might be any
distinction in the available interpretation of bare nou@.course,Cheng and Sybesn{a999 p.
522) attribute this distinction to the Blocking Principla the basis that definite bare nouns are in
complementary distribution with definite bare classifierguing that definite classifiers act like
overt determiners to block definiteness on the bare nounthéeé are problems with adopting a
view of classifiers as definite markers (sect®d.2, so the distinction must be framed as between
languages that allow a null D with classifiers and those whitdw a null D without classifiers,
essentially back where we started.

In order to maintain that definites are always DPs while na@mmg the kind-based view
of bare nouns in classifier languages, one would be forcedsd p the functional lexicon of
classifier languages allowing definite bare nouns a null Rihedgerpreted as Situation Restriction
(SR). Recall that SR was the semantic rule that derived tiefieiadings from kind-based ones
(section3.1.2. Generalized classifier languages without this D head dvbel forced to utilize
classifiers to derive predicates from kinds, then a choinetfanal D such asto select individuals
from this predicate. However, when D is overt in classifierglaages, as in YiJjang and Hu
2010 and Weining AhmaoGerner and Bisang 20)0it always occurs with a classifier, putting
the classifier-free SR version of D tenuous empirical groulrdaddition, the mapping between
intensional meanings, such as kinds, and extensional soeh, as definites, is usually not overt
in natural language (cDayal 2004. Thus, the analysis that SR is a ‘free’ semantic rule seems
more natural than claiming it is a (null) D head, though thevailability of SR in many classifier
languages is puzzling.

In summary, if a language allows definite bare nouns, it alkmva kind-based, generic,
and existential uses of bare nouns. In other words, no laggoaly allows definite bare nouns.
This generalization follows from Carlson’s conjecturettbare nouns have kind-based meanings,

and that the alternation between kind and generic/indefir@adings arises due to properties of
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the clause. In addition, the availability of definite reairof bare nouns in classifier languages
seem more plausibly associated with a semantic rule thamamitovert determiner, because such
determiner are never overt.

Up to this point only crosslinguistic differences in the gaal distribution of argumental bare
noun have been considered. Yet some languages allow bans astarguments only in particular
grammatical constructions. ltalian, for example, allowsebnouns in lexically governed positions
(Longobardi 1994 but this fact merely implicates the existence of a nuledainer in such cases.
Another construction where argumental NPs are attestedeésdm noun incorporation (PNI), a
term which arose irMassam(200])’s study of Niuean. Niuean sentences generally have a V-
Part-S-O word order, in which noun phrases are realized Ipsdrtticulated DPs, with numerals,
articles, and case (2-a). Transitive subjects are markedyasive, while objects are absolutive. IN
PNI constructions, though, objects surface immediatellpviong the verb without the functional
markers (2-b). In PNI constructions, the object is no lorggese-marked, and the subject is marked
absolutive, as if it were the subject of an intransitive verb
(2) a. Takafagaumauni e iae tauika.

hunt alwayseMPH ERG he ABS PL fish
‘He is always fishing.’

b. Takafagaka tumauni e ia
hunt fish alwayseMPH ERG he
‘He is always fishing.’ (Massam 2001p. 157)
Massam argues that (2-b) does not involve true noun-incatjpm into the verb by head
movement (cfBaker 1988a Instead, she argues that the distinction between (2ehjzb) arises
because in (2-a) the noun projects functional structureshifts out of the VP to check case, fol-
lowed by VP-movement. In (2-b), on the other hand, NP remiatesnal to the VP and moves with

the VP. The NP does not vacate the VP in those cases becauwssindt project DP. Unsurpris-

ingly, instances of PNI always have non-specific, non-esfeal interpretations for the NPs (see



Chapter 7: Conclusion 320

alsoDayal 2011b.

What is particularly striking about the Niuean data is the@ation between the absence of
functional structure on NP and the syntactic inertness ®MNP with respect to higher functional
projections in the clause. It is striking that the availdypibf bare NPs in classifier languages
corresponds to the availability of bare verbs. This abseaises the possibility that differences
among languages in whether DP is required might be tied tahehéiigher functional categories
are required by the clause. In other words, classifier lagegiéreely allow bare NPs because they
never need to project DPs for purposes of agreement. Thouagly classifier languages do have
case, these languages are almost always SOV languagesesithidrd order, like Japanese, Korean,
and Burmese. Thus, the motility of NPs may be related to tksgmce of case projections. This
generalization resembles the Niuean facts, where therpresd# case on the NP forces it to evacuate
from the VP.

A final connection here is with the proposal®portiche(2005 and the work oBeghelli and
Stowell (1997, who posit that bare NPs are merged directly into their gt positions and they
move to higher clausal positions to combine with their fiorwl projections, such as quantifiers. If
it is true that all languages initially merge noun phrasés their argument positions as bare NPs,
itis less surprising that these bare NPs can surface inicéataguages.

In conclusion, while the notion that bare nouns might onbyjget NP is undesirable from the
perspective of frameworks where the mapping between syariebsemantics is crosslinguistically
uniform (e.g.Longobardi 200} there does seem to be a real connection between bare nodins a
indefinitene and kind-based readings which would be undggda€ bare nouns always contained
covert functional heads. The availability of definite baoeims remains a more challenging problem,
and is clearly ‘marked’ crosslingusitically, though | hgueesented several arguments that definite

bare nouns lack silent articles.
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7.3 Structural Parallels Between Noun Phrases and Clauses

The original motivation for the DP projection is the putatistructural similarity between
clauses and gerundive noun phrases, going bagbitey (1987, Chomsky(1970, andJackendoff
(1977. Abney focuses on the similarities between subjects asdgssors in triggering agreement,
and argues that the D level is analogous to the Infl projedtighe clause Szabolcs(1994) takes
issue with this claim, arguing instead that D is parallel im @e clause, a view which has arguably
become the dominant view in linguistic theory both for theioternal reasons and because of strik-
ing connections between extraction from DP and CP in Huagaand Greek (see, e.@lexiadou
et al. 2007 pp.130-151). A third view is provided hbyarson(1991), who argues that the correct
parallel for DPs is with VP rather than CP or IP, based on tleiomal character of quantificational
determiners.

Visonyanggoon(2000 focuses specifically on the question of how Thai clausesremoh
phrases are parallel. She argues that there are paraliéde sBense that both are right branching,
and both involve instances of phrasal movement — NP and VRemert — which obfuscate this
structural similarity. The fact that VP parallels NP in teense provides evidence against Larson’s
claim that DP is equivalent to VP.

| argued in chapteB that the DP/QP in classifier languages is a phase based orodstic-
guistic distribution of rightward quantifier float in claisi languages. The notion that DP/QP is a
phase clearly favors the parallel with CP, as both are phddas connection raises the possibility
that just as the CP is composed of an ‘inner’ phasge,so too might the DP contain an ‘inner’
phase, call ituP, which would be the domain of theta assignment by the nodvalence-affecting
morphology on the noun. In Thai, what | have called NP is stmadly rich, as is hinted at by its
rich set of productive derivational noun prefixes. Just &festis merge at or abovd>, so too would

external arguments, i.e. possessors, merge at or atfave
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However, there are problematic aspects of the DP/CP pka@ibéng from asymmetries in the
determiner and complementizer system in Thai. In her sdminek proposing that CP is parallel
to DP, Szabolcsi(1994 observes that D and C serve two distinct roles that are dedfia many
languages. The first role is to indicate clause/phrase tgipleer definite or indefinite for DPs and
either finite or infinitive (say) for CPs. The second role igth as subordinators, allowing the DP
or CP to function as a theta-marked argument of a predicatabdbsci then conjectures that the
nature and realization of D and C are correlated across éyas.

The Thai data is problematic for this proposal, however.hapter4 | showed that Thai does
have an overt complementiz&vaa, which conflates the two functions as both a finite clausekarar
and a subordinator. Furthermowga is obligatory in finite embedded clauses. Thus, Thai lacks an
overt D, but does have an overt C. So while D and C are cortelatmany languages, Thai seems
to disconfirm Szabolsci's conjecture, at least in its stemtdorm. The obvious conclusion is that D
and C, while structurally parallel, are not always coresidt It may also be that the status of nouns
as kinds in classifier languages obviates the need for a B,dhtinguishing noun phrases from
clauses.

In light of these difficulties, one aspect of Thai clausessdiaor the parallel between IP
(now TP) and DP: just as bare nouns can occur as argumentsainsbhtoo can bare verbs occur
as matrix predicates. Perhaps this parallel between nyatedicates and DPs is irrelevant in light
of Szabolsci's work arguing that DPs and CPs are only parahen they function as arguments.
Nevertheless, the absence of agreement or tense in Thaig€ghiand other isolating classifier
languages clearly parallels to the absence of articlesruideey (1987)’s proposal that D is an
instance of Infl (cf.Fukui 1986 Kuroda 1988ch. 4). ThusLin (2005 2010 argues that Chinese

lacks a TP projection, explaining the lack of agreement amndd markers in Chinese. However,

Mandarin Chinese, on the other hand, lacks overt complémeeatas well as overt articles, thus providing support
for the DP/CP parallel.
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Sybesmg2007) argues against this conclusion based on semantic parb#élveen Mandarin and
Dutch. Similarly,Matthewson(2005 2006 examines the apparent tenselessness of the Salish lan-
guage St'at'imcets and concludes that the truth conditiom tenseless sentences are not so vague
SO as to suggest that tense is absent in the semantics.

This controversy parallels the debate on the presence atug &f D in languages that allow
bare nouns. On one hand, the analytic nature of classifiguiges makes the absence of certain
functional projections unsurprising. On the other handssifier languages do contain functional
words marking number distinctions (i.e. classifiers) anerbaspectual heads. As such, there is no
a priori reason that tense and definiteness heads should be abgeciakg given their structural
importance. Even more, T and D are semantically similarh lbo¢ indexical, providing a referential
interpretation for a variable introduced by the lexicaldieasn event variable for T and an individual
variable for D (cf.Partee 1978

As we have discussedkrifka (1995 and Chierchia(1999 make sense of the absence of
articles in classifier languages by claiming that nouns @s¢hlanguages denote kinds. Unlike
property-denoting nouns, kind-denoting nouns have theasdmtype of arguments. It remains to
be seen whether a similar claim can be made about verbs to sealse of the absence of tense.
The obvious idea is that event arguments are simply not pr@séhe meaning of verbs in classifier
languages, but are introduced by higher functional primjast such as aspect, just as classifiers
derive property meanings from kind-based ones. Becaudss weould lack event arguments, no
tense head would be necessary to existentially close odéxithe time of this tense argument.

In summary, then, while the notion that DP is a phase cleanprk a parallel with the CP,
the absence of articles in Thai fails to find a correlate inGRedomain, where Thai does have overt
complementizers. On the other hand, the fact that tenseDljks the position where events receive
their referential indices seems to favor the parallel bewBP and TP, potentially explaining the

frequent absence of both tense and articles in the isolekasgifier languages of East and Southeast
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Asia.

7.4 Economy, Interface Constraints, and Variation

A leading idea about syntactic variation, generally atiiéol toBorer(1984), is that it should
be reduced to variation in the featural properties of fun@l heads, i.e., differences in the func-
tional lexicon of different languages. Such distinctior®rm necessary, for example, to derive
differences in DP word order in classifier languages. FramgRrspective, the different instances
of movement deriving various word-order permutations psga bySimpson(2005 originate in
the different featural make-ups of functional heads abbea\tP.

Fukui (1986 articulates a different conception of variation, the ideane languages might
lack certain functional categories altogether. Thus, Fdlaims, many differences between Japanese
and English can be explained by the proposal that Det, Contplrdl are absence in Japanese. In-
terestingly, Chierchia(1998’s proposal that nouns should be interpreted as kinds diwetith
Fukui's proposal in that it explains why some languages tmigh project DP without requiring the
stronger claim that such languages never project DP.

If Fukui is correct in claiming that functional heads can beent, yet | and others are correct
in maintaining that functional structure is still optiolyaprojected, there must be a way of deter-
mining whether that structure should be projected. Oneasvcriterion is whether the structure
is required by the semantics. Thus, because numerals cemmdtine with kind-denoting nouns in
classifier languages, classifiers must be merged into thetste. Additionally, | argued earlier that
structural economy regulates the presence versus absigmes hominal projections in classifiers
languages.

My articulation ofAvoid Structurgequires constructingr@ference setonsisting of (at least)

two synonymous structures. It has been argued based ordeceitsons of computational com-
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plexity that global economy conditions relying on referersets do not play a role in grammar
(e.g.Collins 1997h 2001 Sternefeld 1996 We then might wonder whether there is some way of
rephrasing the effect of Avoid Structure in a purely deitadl manner. However, if Avoid Struc-
ture applies at the end of the computation of every phaseoalydto elements within the same
extended projection, the computational load is alreadyced.

| propose in chapte that Thai quantifier float occurs in part because of congairich
prefer that overt structure transparently reflects scopeaggument structural. These interface con-
ditions, Scopal Transparency and Argument Transparepy &0 determine how chains created
by movement are linearized. The existence of a linearimghimcedure for movement provides a
way of analyzing crosslinguistic differences that do ndy solely on differences in a language’s
functional inventory. This approach is akin to the recentknaf Richards(2010 that attempts to
derive differences between overt and coveintmovement from the phonological characteristics of
different languages. These approaches reduce ®hamsky (2006 calls the “tension between
descriptive and explanatory adequacy” by accounting fosstinguistic differences at the PF in-
terface, thus avoiding complicated differences betweeguages in syntax itself.

In conclusion, syntactic variation may arise from many sear While differences can be
attributed to the featural makeup of functional heads, retheay arise because of semantic differ-
ences between languages. Further differences may arige theeway that movement is linearized,
including constraints placed on linearization by syntaelit Such a conclusion makes the job of
linguists more difficult: it is no longer certain whether atpaular difference between languages is
solely due to their functional lexicon. Yet this conclusipatentially reduces featural differences

between languages while providing an additional way to tstdad linguistic diversity.
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